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Foreword

I was so pleased to hear that Yuri and Tom were teaming up to write another book 
on security. I found their first book about Azure core security, Microsoft Azure 
Security Infrastructure, riveting—I read it cover to cover twice, recommending it to 
anyone interested in learning more about security in Azure. 

This book extends that work. It will teach you all you want to know about how 
to use Azure Security Center—the security solution to get visibility and control and 
prevent and detect threats in your Azure subscriptions. Security Center is a critical 
solution for protecting a cloud workload, and, as indicated by Gartner in their Cloud 
Workload Protection (CWP) Magic Quadrant, modern hybrid datacenters require a 
unique protection strategy. And since the classic security perimeter we relied upon 
is gone with the migration of datacenter workloads into public clouds, a new secu-
rity paradigm is required. Moreover, with the integration with Log Analytics, and as 
long as the monitoring agent is installed on your machines, Azure Security Center 
can be used for your machines on-premises, in a private datacenter, or in another 
cloud as well. This will simplify your life and I trust you’ll come to rely on Azure Secu-
rity Center as your primary dashboard and alerting engine for years to come.

No industry is immune to cyberattacks. This book is relevant for everyone around 
the world. Given the cybersecurity landscape as it exists today and the criticality of 
the information digital age, we need to assume breach as a mindset and think about 
what capabilities we need to detect adversarial activity or malicious insiders inside 
our networks rather than over-relying on thwarting attackers at the front door. Gone 
are the days when it was acceptable to turn a blind eye to risk. If you don’t know what 
you don’t know, it’s impossible to take action. Prevention is of the utmost impor-
tance, true. However, the ability to detect and control is paramount. Simple, intuitive, 
and intelligent investigation capabilities are a must to support SecOps teams flooded 
in a sea of alerts, as well as to support incident response teams.

This book will help you plan, onboard, and learn how to effectively use Security 
Center to detect and investigate threats in your Azure subscriptions (or in your 
datacenter workloads). You’ll also learn how to integrate with other solutions, 
like Azure Active Directory Identity Protection Center, and export your logs to a 
security information and event management system should you choose to do so. I 
sincerely hope that you get energy from the capabilities the authors outline in this 
book, and that it will spur you to action to follow their best practices and recom-
mendations while gaining confidence in the solution.

After reading this book, you will have a better understanding of what Security 
Center is and how to incorporate it into your security operations center. Yuri and 
Tom were inspired to write this book because many customers would like to have 
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one place to go to understand what Security Center is, what its requirements are, 
and how to operate it. You’ll find the material to be technical. It is written with 
security analysts, architects, and cloud operators in mind, along with any IT profes-
sional who wants to understand more about Security Center.

If you’ve read Tom’s work, you’ll know he’s a long-term experienced and 
seasoned security veteran and author. He’s also a senior program manager in the 
Azure Security Engineering team. Follow him on Twitter. Read his blogs if you’d like 
to learn more. He has a wealth of knowledge and wisdom from his days working 
on-premises and his journey to the cloud.

Yuri is a well-established writer in his own right, publishing document after 
document in his former role as a content writer for Azure Security. He’s recently 
joined my team as a senior program manager to support customers’ and partners’ 
success using Microsoft’s Cloud and Enterprise Security products and services. He 
has a wealth of information and excels at simplifying the complex.

Dig in.

Hayden Hainsworth
Principal Group Program Manager

Microsoft C+E Security Engineering 
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Introduction
Welcome to Azure Security Center, a book that was developed together with the 
Azure Security Center product group to provide in-depth information about Azure 
Security Center and to demonstrate best practices based on real-life experience 
with the product in different environments.

The purpose of this book is to introduce the wide array of security features and 
capabilities available in Azure Security Center. After being introduced to all of these 
security options, you will dig in to see how they can be used in a number of opera-
tional security scenarios so that you can get the most out of the protect, detect, 
and respond skills provided only by Azure Security Center.

Who is this book for? 

Azure Security Center is for anyone interested in Azure security: security adminis-
trators, support professionals, developers, and engineers.

Azure Security Center is designed to be useful for the entire spectrum of Azure 
users. You can have no security experience, some experience, or be a security 
expert and will get value from Azure Security Center. This book provides introduc-
tory, intermediate and advanced coverage on a large swath of security issues that 
are addressed by Azure Security Center. 

The approach is a unique mix of didactic, narrative, and experiential instruc-
tion. Didactic covers the core introductions to the services. The narrative leverages 
what you already understand and we bridge your current understanding with new 
concepts introduced in the book. 

Finally, the experience component is presented in two ways— we share our ex-
periences with Azure Security Center and how to get the most out of it by showing 
in a stepwise, guided fashion how to configure Azure Security Center to gain all the 
benefits it has to offer,

In this book you will learn:  

■■ How to secure your Azure assets no matter what your level of security  
experience

■■ How to save hours, days and weeks of time by removing the trial and error

■■ How to protect, detect, and respond to security threats better than ever by 
knowing how to get the most out of Azure Security Center 
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System requirements
■■ Anyone with access to a Microsoft Azure subscription can use the informa-

tion in this book.

Errata, updates & book support

We’ve made every effort to ensure the accuracy of this book and its companion 
content. You can access updates to this book—in the form of a list of submitted 
errata and their related corrections—at: 

https://aka.ms/AzureSecurityCenter/errata

If you discover an error that is not already listed, please submit it to us at the 
same page.

If you need additional support, email Microsoft Press Book Support at  
mspinput@microsoft.com.

Please note that product support for Microsoft software and hardware is not 
offered through the previous addresses. For help with Microsoft software or hard-
ware, go to http://support.microsoft.com.

Stay in touch

Let’s keep the conversation going! We're on Twitter: http://twitter.com/MicrosoftPress.

https://aka.ms/AzureSecurityCenter/errata
http://support.microsoft.com
http://twitter.com/MicrosoftPress
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C h a p t e r  5

Using Security Center for  
incident response

In the previous chapter, you learned how to address security recommendations using 
Azure Security Center, which is part of the overall enhancement of your security posture. 

However, protection is just one of the pillars of your security posture. You also need to 
enhance your detection and response. 

On the detection front, Security Center constantly monitors your assets. When it 
identifies suspicious activities, it raises an alert. Importantly, it also reduces false positives, 
which is very important for your security operations.

In this chapter, you will learn how to use Security Center to detect threats against your envi-
ronment, and how to investigate security issues as part of your incident-response process.

Understanding security alerts

The information gathered by Security Center in conjunction with network data and feeds 
from connected partners is used to detect threats and suspicious activities. Security Cen-
ter analyzes this information by correlating the data from these sources to identify threats. 
Security alerts are prioritized in Security Center along with recommendations on how to 
remediate the threat.

IMPORTANT Security alerts are not available in the free tier version of Security 
Center; the standard tier is required.

Security Center uses advanced security analytics and machine-learning technologies to 
evaluate events across the entire cloud fabric. The security analytics include data from multiple 
sources, including Microsoft products and services, the Microsoft Digital Crimes Unit (DCU), 
the Microsoft Security Response Center (MSRC), and external feeds. Security Center also 
applies known patterns to discover malicious behavior, which is called behavioral analysis. 

Security Center uses statistical profiling to build a historical baseline, which is called 
anomaly detection. This triggers alerts when it detects deviations from established base-
lines that conform to a potential attack vector.



 74 Chapter 5 Using Security Center for incident response 

Detection capabilities in Azure Security Center

The Azure Security Center Threat Detection module helps identify active 
threats targeting your Microsoft Azure resources or on-premises comput-

ers and provides you with the insights needed to respond quickly.

The detection engine collects data from multiple data sources including but not 
limited to endpoint logs, network traffic, and cloud services activity, and applies 
atomic, behavioral, and machine learning-based logic to detect active threats.

Customers can extend the capabilities of the detection engine by authoring 
their own custom alert rules using a powerful search language. When a threat 
is detected, an alert is generated and undergoes a series of enrichment sta-
tions. These include the following: 

■■ Comparing against threat intelligence feeds 

■■ Using an innovative confidence score and reasoning system

■■ Using a sophisticated fusion engine that correlates alerts into incidents

To help triage the alerts, Security Center provides advanced incident-response 
tools that help customers investigate the threat scope and apply custom play-
books to remediate them automatically.

Tomer Teller, Principal Security Program Manager, Azure Security

Regardless of which capability Security Center uses to identify a threat, the result will be 
externalized in the dashboard via a security alert. A security alert contains valuable information 
about what triggered the alert, the resources targeted, the source of the attack, and sugges-
tions to remediate the threat. 

Security alerts are divided in four categories:

■■ Virtual Machine Behavioral Analysis (VMBA) This type of alert uses behavioral 
analytics to identify compromised resources based on an analysis of the virtual machine 
(VM) event logs, such as process creation events and login events.

■■ Network analysis This type of alert collects security information from your Azure 
Internet Protocol Flow Information Export (IPFIX) traffic and analyzes it to identify 
threats. An example of an alert that belongs to this category is the Suspicious Incoming 
RDP Network Activity from Multiple Sources alert.

■■ Resource analysis This analyzes your Platform as a Service (PaaS) services, such 
as Azure SQL, and triggers alerts based on this analysis. An example of an alert that 
belongs to this category is the Potential SQL Injection alert.

■■ Contextual information This provides extra context to reach a verdict about the 
nature of the threat and how to mitigate it.
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TIP Because the list of alerts is constantly evolving, we recommend that you visit 
https://aka.ms/ASCAlerts to obtain the latest list of security alerts.

Detection scenarios

There are many scenarios in which Security Center will rapidly warn you about a suspicious 
activity. The following sections cover a couple of important scenarios to give you an idea of 
how powerful Security Center detections are and the advantage of using multiple data sources 
to enhance the confidence level of an alert.

Detecting spam activity
In this detection scenario, the attacker compromises an Azure VM and uses it to send spam 
emails. Using machine learning, Security Center can detect a spike in SMTP traffic. It then que-
ries other data sources to make sure this spike is due to malicious behavior. Finally, it correlates 
this traffic with the Office 365 spam database to determine whether it is legitimate traffic. If 
the result of this correlation is that the traffic is suspicious, Security Center triggers the alert 
shown in Figure 5-1. In this scenario, Security Center uses built-in analytics, machine learning, 
and threat intelligence from Office 365. Performing these three steps provides not only more 
precise detection but also a higher level of confidence in the alert.

FIGURE 5-1 Spam alert in Security Center.

https://aka.ms/ASCAlerts
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Crash-dump analysis
In this scenario, the attacker compromises an Azure VM and installs malware that goes undetected 
by the antimalware installed on the VM. This malware causes a crash in a legitimate program. 
When a crash occurs in a Windows system, Windows Error Reporting (WER) generates a user-
mode memory crash dump (.dmp file), which by default is located under %LOCALAPPDATA%\
CrashDumps. Security Center collects an ephemeral copy of the crash dump file and scans it for 
evidence of exploits and compromises. 

If Security Center finds such evidence, it generates an alert like the one shown in Figure 5-2. 
This alert indicates that the crash-dump analysis has detected executable code that exhibits 
behavior that is commonly performed by malicious payloads. Although non-malicious soft-
ware may perform this behavior, it is not a typical development practice. Follow the remedia-
tion steps to investigate this issue further.

FIGURE 5-2 Crash-dump analysis alert.
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Accessing security alerts

The number of security alerts you see in the Security Center dashboard may vary depending on 
the amount of resources that you are monitoring with Security Center and the business itself. 
Some organizations receive more attacks than others, and as a result have more security alerts. 

If you don’t have any security alerts in your environment, simulate one by following the 
procedures in the following article: https://aka.ms/ASCAlertValidation. Once you have an alert, 
follow these steps to access it:

1. Open the Azure Portal and sign in as a user who has Security Admin privileges.

2. In the left pane, click Security Center.

3. In the left pane of the Security Center window, under Detection, click Security Alerts. 
The Security Alerts dashboard appears. (See Figure 5-3.)

FIGURE 5-3 The Security Alerts dashboard.

4. The Security Alerts dashboard lists current alerts, organized by severity (with high-
severity alerts listed first), and a bar graph showing the distribution of high-, medium-, 
and low-severity alerts. Click an alert type to open a new blade showing resources that 
have been flagged with the alert. (See Figure 5-4.)

https://aka.ms/ASCAlertValidation
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FIGURE 5-4 A list of attacked resources.

The list contains the following information about each attacked resource:

■■ The name of the attacked resource

■■ The number of times the resource was attacked

■■ The time at which the attack was detected

■■ The environment in which that the resource resides

■■ The state of the alert

■■ The severity of the alert

5. Click an attacked resource to see details about the attack, including the following. 
(See Figure 5-5. Note that the subscription ID has been intentionally obscured in 
this figure.)

■■ A clear description of the attack

■■ Attack-specific information, such as the source IP and the software used by the 
attacker

■■ A list of steps to remediate the issue

6. Return to the main Security Center dashboard.

TIP You can use the Azure Activity Log to query security alerts originated by  
Azure Security Center. For more information, see https://aka.ms/ASCActivityLog.  
You can also use the Alert API to obtain these alerts; see https://aka.ms/ASCAlertAPI 
for details.

https://aka.ms/ASCActivityLog
https://aka.ms/ASCAlertAPI
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FIGURE 5-5 Details of a security alert.

Security incidents
Some attacks may happen in a completely isolated way. Others will be coordinated—that is, 
part of the same attack campaign. Security Center can identify correlations among these types 
of attacks and create a security incident that contains two or more related security alerts. To 
see how this works, follow these steps:

1. In the left pane of the Security Center window, under Detection, click Security Alerts. 
If Security Center has identified a security incident in your environment, it will create an 
alert marked by a different icon. (See the first two alerts in Figure 5-6.)

FIGURE 5-6 Security incidents appear in the Security Alert dashboard with a different icon.
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2. Click a security incident. A new blade opens with more details about the incident. In 
the blade shown in Figure 5-7, the incident contains two alerts and two notable events. 
These notable events are contextual information that can help you during an investi-
gation. (Note that the subscription ID and attacked resources have been intentionally 
hidden in the figure.)

FIGURE 5-7 Details about a security incident.

NOTE The advantage of using the Security Incident blade is that it tells you which 
alerts are related. This can help you to track down the perpetrator and identify com-
promised systems.

3. Click an alert to see details about the alert. The details will be similar to those shown in 
Figure 5-5.

4. Click a notable event. This opens a page containing contextual data about the event. 
(See Figure 5-8.) This page shows the suspicious process name and the command  
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line that was executed, and emphasizes other information that is relevant to your 
investigation.

FIGURE 5-8 Contextual information with more details about an event.

5. Return to the main Security Center dashboard.

Custom alerts
Each environment may have its own unique processes that can be identified as suspicious. For 
example, your organization might consider it suspicious to run a particular executable file, but 
Security Center might not. To address this type of scenario, Security Center enables you to cre-
ate your own custom alerts. Follow these steps to create a new custom alert:

1. In the left pane of the Security Center window, under Detection, click Custom Alert 
Rules. The Custom Alert Rules blade appears. (See Figure 5-9.)
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FIGURE 5-9 Creating a custom alert.

2. Click the New Custom Alert Rule button. The Create a Custom Alert Rule blade 
appears. (See Figure 5-10.)

FIGURE 5-10 The Create Custom Alert Rule blade.
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3. In the Name field, type the name for this rule.

4. In the Description field, type a brief description of the rule’s intent.

5. In the Severity drop-down list, select the severity level—High, Medium, or Low. Choose 
a level that reflects the priority of this alert for your security operations team.

6. In the Sources section, open the Subscription drop-down list and select the subscrip-
tion that will be used by this custom rule.

7. Open the Workspace drop-down list and choose the workspace against which this rule 
should be running.

8. In the Search Query box in the Criteria section, search for the event you want to moni-
tor. For example, if you want to monitor all security events whose identifier is 4688 and 
whose command line contains the word diskpart, type the following query and click the 
Execute Your Search Query Now link: 

SecurityEvent | where EventID==4688 and CommandLine contains "diskpart"

TIP The query language used for this search is the Log Analytics language. For 
more information about this language, and for more examples, see https://aka.ms 
/laquerylan.

9. In the Period drop-down list, select the time interval that should be used for this query. 
(By default, it will test over the last hour.)

10. In the Evaluation section, open the Evaluation Frequency drop-down list and specify 
how frequently this custom rule should be executed.

11. The Generate Alert Based On section contains two settings that are directly correlated: 
Number of Results and Threshold. Open the Number of Results drop-down list and 
choose Greater Than. Then, in the Threshold box, type 2. The alert will be triggered if 
the result for the query is greater than 2.

12. Select the Enable Suppress Alerts option if you want to set a time to wait before Secu-
rity Center sends another alert for this rule.

13. Click OK to create the new rule. It will appear in the Custom Alert Rules section of the 
Custom Alert blade. (See Figure 5-11.)

FIGURE 5-11 The new custom rule.

https://aka.ms/laquerylan
https://aka.ms/laquerylan
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14. Now that you’ve created the new rule, alerts pertaining to this rule will appear with 
other alerts in the Security Alerts dashboard. (See Figure 5-12.)

FIGURE 5-12 A new security alert based on the custom rule that was created.

Investigating a security issue

In some scenarios, the information you obtain from a security alert can be enough for your 
incident-response team to conduct an investigation and identify the root cause of the issue. 
However, in some circumstances, you may need more details to understand the correlation 
between alerts and how the attack was performed. In Security Center, you can use the Investi-
gation feature to obtain this information. Follow these steps:

1. In the left pane of the Security Center window, under Detection, click Security Alerts.

2. In the Security Alerts dashboard, click the security alert that you want to investigate.

3. Select the attacked resource you want to investigate. Then click the Investigate option 
at the bottom of the security alert page. (After you click the Investigate option for an 
alert, it changes to a Continue an Investigation option.) The Investigation dashboard 
appears. (See Figure 5-13.)

FIGURE 5-13 The Investigation dashboard with a security incident selected.
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On the left side of the Investigation dashboard is the investigation path and map. The 
relevant entities (security alerts, computer, users, and security incidents) appear cor-
related in the map, and the timeline shows the current data interval for this investiga-
tion. On the right side are the attributes for the selected entity in the map. For example, 
Figure 5-14 shows the attributes for the entity selected in Figure 5-13.

FIGURE 5-14 Security incident detected attributes.

The approach you take when investigating a security issue may vary depending on 
the attack, the amount of information available, and what you already know about the 
attack. For this example, one option would be to analyze the information available from 
the resource that was attacked—in this case, contosoweb1. 

4. In the investigation map, click contosweb1 to see more details about it. Notice that 
the investigation map also changes. (See Figure 5-15.) As you can see, there are more 
than 45 alerts on this server, and there have been anonymous login attempts from the 
contosoretail domain.
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FIGURE 5-15 The investigation map reflects the selected entity.

5. To explore further, click the Exploration option in the right pane. (See Figure 5-16.)

FIGURE 5-16 Exploring more options for the selected entity.
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6. Review all the events in the Exploration page. These will be very important for your 
investigation and can help you understand how the attack took place.

7. Repeat steps 4–6 for each relevant entity in the investigation map. As the map redraws itself, 
it will become clearer how the attack took place and which systems were compromised. 

As you click each entity, the options available to you may change depending on the 
entity type.

8. To see all entities correlated with the entity you’ve selected on the map, click the  
Entities option. The example shown in Figure 5-17 displays two entities (Alerts  
and Computers) that are correlated with the selected user on the map.

FIGURE 5-17 Entities correlation.

9. To visualize events correlated with the selected entity, click the Search option. The 
example in Figure 5-18 shows the events correlated with a server.

FIGURE 5-18 Events correlated with the selected entity.
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10. Click one of the events. The Log Search dashboard from Log Analytics opens and 
shows all records.

As you continue to investigate each entity, you may find that Security Center will flag an 
entity as unrelated to the incident. (See Figure 5-19.)

FIGURE 5-19 Security Center may flag an entity as unrelated to the incident.

Usually, this determination is accurate. However, in some scenarios, you may find that a 
correlation between that entity and the incident does exist. In that case, you’ll want to 
manually change that flag. 

11. To change the flag, click the drop-down arrow next to the Unrelated heading, select 
Related, and choose a reason in the drop-down list. (See Figure 5-20.)

FIGURE 5-20 Changing the entity relation with the incident.
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Responding to a security alert

Now that you know how to use Security Center to detect an alert and how to investigate a 
security issue, you can move to the next phase: responding to a security alert. To aid you in this, 
Security Center supports a feature called security playbook. Security playbooks enable you to 
create a collection of procedures that can be executed from Security Center when a certain 
security alert is triggered. Azure Logic Apps is the automation mechanism behind security 
playbooks.

Before creating a playbook, you should have in mind what you want to automate. Before 
implementing this feature, answer the following questions:

■■ For which security alert should I automate a response?

■■ What steps should be automated if the conditions for this alert are true?

■■ What steps should be automated if the conditions for this alert are false?

NOTE This is only a sampling of questions to get you started. As you start creating 
security playbooks, other questions may be raised. 

Creating a playbook
In this example, the goal is to create a security playbook that sends an email anytime a high 
alert is triggered. Follow these steps:

1. In the left pane of the Security Center window, under Automation & Orchestration, 
click Playbooks. The Playbook dashboard opens. Assuming this is the first time you’ve 
created a playbook, the dashboard will be empty, as shown in Figure 5-21.

FIGURE 5-21 Creating a new security playbook.
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2. Click the Create Logic App button. The Create Logic App blade appears. (See  
Figure 5-22.)

FIGURE 5-22 Creating a new logic app.

3. In the Name box, type a name for this playbook.

4. In the Subscription drop-down list, select your subscription type.

5. In the Resource Group section, select either the Create New or the Use Existing 
option. If you select the latter, type the name of the existing group in the box below the 
option buttons.

6. Select a location from the Location drop-down list.

7. If you want to monitor your workflow using Log Analytics, you can click the On button 
in the Log Analytics section. For this example, leave it Off, which is the default. 
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8. Click the Create button. The new playbook will appear in the list in the Playbook dash-
board. (See Figure 5-23.) If you don’t see it, click Refresh.

FIGURE 5-23 New playbook successfully created.

Building the workflow
You’ve created a playbook, but it doesn’t contain any procedures yet. Your next step is to build 
the workflow for the playbook. Follow these steps:

1. Click the playbook you just created to edit it.

2. Under Templates, click Blank Logic App. The Logic Apps Designer dashboard appears.

3. In the Search box, type Security Center. (See Figure 5-24.)

FIGURE 5-24 Using the Security Center template in Logic Apps.

4. Click the Request – When a Response to an Azure Security Center Alert Is  
Triggered option.
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5. Click the New Step button. The options shown in Figure 5-25 appear.

FIGURE 5-25 Adding a new step to the workflow.

6. Click Add a Condition. The options shown in Figure 5-26 appear.

FIGURE 5-26 Adding a new condition to the workflow.

7. Under Condition, click the first box, and select Alert Severity from the drop-down list 
that appears. Then click the gray area outside the Condition settings to hide the drop-
down list.

8. Leave the second box with the default option (Is Equal To).

9. Click in the third box and type Medium.

10. In the If True section, click Add an Action, and choose Office 365 Outlook from the 
drop-down list that appears

11. Open the All Actions drop-down list and choose Office 365 Outlook – Send an Email.

12. Sign in with your Office 365 or corporate Outlook account. This is the email address that 
will be used to send the email when this condition is met. You should see a dialog box 
like the one shown in Figure 5-27.

NOTE In a real-world scenario, you could use a custom account—for example,  
incident@contoso.com or support@contoso.com—instead of a user email address. 

mailto:incident@contoso.com
mailto:support@contoso.com$$$�instead
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FIGURE 5-27 Email parameters.

13. Type the destination address in the To field. This is the mailbox that will receive the alert. 
If you want to send the alert to more than one mailbox, separate each address with a 
semicolon.

14. In the Subject field, type a brief message that reflects the intent of the email—for 
example, High Severity Alert Detected.

15. In the Body field, type a generic message, and concatenate it with the variables that 
appear in the drop-down list next to the Send an Email box. (See Figure 5-28.)

FIGURE 5-28 Description using fixed text and variables.

16. If you want to trigger an action if the alert is not a high priority, repeat steps 10–15 in the 
If False section.

17. Click Save in the upper-left corner of the Logic Apps Designer dashboard.

18. Click Close in the Logic Apps Designer dashboard and in the playbook’s properties.



 94 Chapter 5 Using Security Center for incident response 

Executing a playbook
Now that the playbook contains a workflow, you can execute the playbook. You can do so from 
two locations: the Security Alerts dashboard or the Investigation dashboard. The following 
steps demonstrate the execution from the Security Alerts dashboard.

NOTE As of this writing, the playbook feature is on preview and is a manual process.

1. In the left pane of the Security Center window, under Detection, click Security Alerts. 

2. The playbook you created applies to high-severity alerts. To meet this condition, click a 
high-priority alert.

3. Click the attacked resource that corresponds to the high-priority alert. A blade for the 
attacked resource opens.

4. Click the Run Playbooks button. The Playbooks blade appears. (See Figure 5-29.)

FIGURE 5-29 The Playbooks blade with the playbook you just created.

5. Click Run. The security playbook runs.

6. To confirm that the playbook ran correctly, click the Run History tab, click the Refresh 
button, and check the result. (See Figure 5-30.)

FIGURE 5-30 The Run History tab shows a history of every execution of this playbook.
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7. Check the mailbox you set as the destination for the email generated by the playbook. 
You should have received an email from Security Center about the alert based on the 
parameters you set when you created the workflow.

When you click Run History, the log you see pertains only to the execution of the playbook 
against the alert you selected. Let’s call it Alert A. If you run the same playbook on a different 
alert—Alert B—you won’t see an entry for that operation in the history for Alert A. Instead, it 
will appear in a separate history, for Alert B.

Auditing playbook execution
As noted, you can check whether a playbook was executed against a particular alert by view-
ing its history. However, this won’t show you whether the playbook was executed against all 
relevant alerts. For that, you should audit the playbook’s execution. That way, you see its full 
execution log. Follow these steps to perform this operation:

1. In the left pane of the Security Center window, under Automation & Orchestration, 
click Playbooks. 

2. Click the playbook you want to audit.

3. The playbook’s properties cite the details of all executions, including the date, start 
time, and duration. You can also filter by date and time. (See Figure 5-31.)

FIGURE 5-31 Complete history of executions for this playbook.

4. For more details on a particular execution, click the execution line. The Run History 
blade opens with the Logic App Run dashboard displayed. (See Figure 5-32.)



 96 Chapter 5 Using Security Center for incident response 

FIGURE 5-32 More details about a particular execution.

Notice that in the workflow, a small green check mark appears in the upper-right corner 
of each box. This indicates the successful execution of that particular step.

5. If you don’t see a green check mark, click the step to view the raw data and trouble-
shoot. For example, if you click the When a Response to an Azure Security Center 
Alert Is Triggered option, you will see the raw input and output received by the Logic 
App. (See Figure 5-33.)

FIGURE 5-33 Raw input and output.
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6. Click Close in the Logic App Run page and in the playbook’s properties.

You can integrate the playbook with solutions from certain partners. For example, you can 
integrate it with Service Now to create a service ticket when an incident is detected.

TIP The following presentation, delivered by co-author Yuri Diogenes at Ignite 2017, 
shows how to integrate playbook with Slack: https://youtu.be/e8iFCz5RM4g.

https://youtu.be/e8iFCz5RM4g
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