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Introduction

This book is primarily written for IT Professionals who work with Windows Server operating
systems on a regular basis. As such, it's likely that Windows Server 2019 isn't the first version

of Windows Server that you've been responsible for managing. This is because the majority of
Windows Server administrators have been working with some version of the operating system
for more than a decade, with a good percentage having experience going back to the days of
Windows NT 4. With that in mind, this book doesn't spend a great amount of time on introduc-
tory concepts or techniques; instead, it aims to provide intermediate to advanced coverage of
the most important roles and features available with Windows Server 2019, including its hybrid
cloud capabilities.

This book is also written under the assumption that as an experienced IT professional, you
know how to use a search engine to find relevant technical information. This leads to an obvi-
ous question, “Why would | buy a book if | can find relevant technical information with a search
engine?” The answer is that even though you may be good at tracking down technical informa-
tion and have experience filtering useful knowledge from wildly inaccurate guesses, you can
only search for something if you have an idea about it in the first place.

When presenting at conferences and user groups on Windows Server topics, | regularly encoun-
ter IT Professionals who have worked with Windows Server for many years who are unaware

of specific functionality or techniques related to the product, even if that functionality or tech-
nique has been available for many years. This is because Windows Server 2019 includes so many
roles, features, and moving parts, you are simply unlikely to know everything about the operat-
ing system. My aim in writing this book is to give you comprehensive coverage so that you'll
learn things that you didn’t know or simply missed, because when you've been solving a critical
problem, you've been focused on the specifics of that problem and haven't had time to explore
every facet of what the Windows Server operating system is capable of.

Changes since Windows Server 2016 Inside Out

This book includes several new chapters as well as revisions and updates—from moderate to
substantive—of chapters that were present in the Windows Server 2016 version of this book.
Some of the substantive changes include removing content related to the Nano Server deploy-
ment option, which is no longer supported; coverage of Windows Admin Center; a new chapter
on Azure laa$S and hybrid services, as well as Windows Subsystem for Linux; and splitting an
extension of the security chapter from the 2016 edition into two separate chapters in this text.
There is also coverage of new roles and features including Storage Migration Services, Azure
File Sync, and Azure Update Management. While there are some chapters where only cosmetic
changes were made, from the perspective of total word count, this book is about 15 percent
longer than its predecessor, Windows Server 2016 Inside Out.
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Depending on the size of your organization, you might deploy a couple of servers and then
leave them in production for years, or, as we saw when it came to the (ongoing) retirement of
Windows Server 2008 R2, well over a decade. Other organizations deploy servers on a more
frequent basis. Some even use a process where rather than applying software updates to a pro-
duction server and incurring downtime as the update is applied and the server rebooted, they
find it faster to deploy a newly patched computer, to migrate the existing workload to the new
host, and then to decommission the original server.

CHAPTER 3

This type of iterative deployment is possible because the tools around managing the configura-
tion of servers have evolved. Today, deploying and configuring a new server is no more bother-
some than deploying an application would have been a decade ago. In this chapter, you'll learn
about how you can use Windows Server images, Windows Deployment Services, Virtual Machine
Manager, Desired State Configuration, Puppet, and Chef to deploy and manage the configuration
of computers and virtual machines running the Windows Server 2019 operating system.

Bare metal versus virtualized

Today, almost all new workloads are virtualized. For most organizations, virtualization hosts are
the primary remaining physically deployed server, with almost all other workloads running as
virtual machines. Unless you have specific reasons not to virtualize a workload, you should run
Windows Server 2019 as a virtual machine (VM) rather than as a physically deployed server.

The security available with shielded VMs addresses one of the final objections that many orga-
nizations have had around deploying servers virtually rather than physically. With shielded VMs,
you can provide the same level of security to a workload that you can to a physically deployed
server sitting in a locked cage in a datacenter.

47
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At present, your best bet when deploying virtualization hosts is to choose the Server Core
installation option because this has a smaller installation footprint and a reduced attack surface
compared to the Server with Desktop Experience option. When you deploy a Server Core vir-
tualization host, you manage Hyper-V remotely from a privileged access workstation or a tool
such as Windows Admin Center or Virtual Machine Manager.

Windows images

With Windows images, the entire operating system, as well as associated drivers, updates, and
applications, is stored within a single file known as an image file. During installation, this image
is applied to the target volume. Windows images use the Windows Imaging (WIM) file format,
which has the following benefits:

e Multiple deployment methods. You can use a variety of ways to deploy Windows
images. While unusual these days, you can deploy .wim files using a traditional DVD-ROM,
from a bootable USB drive, from a network share, or through specialized deployment tech-
nologies such as Windows Deployment Services (WDS) or System Center Virtual Machine
Manager. While it is possible to use System Center Configuration Manager to deploy Win-
dows Server, Configuration Manager is primarily used with client operating systems rather
than server operating systems.
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e Editable. You can mountanimage and edit it, enabling, disabling, or removing operat-
ing system roles and features as necessary.

e Updatable. You canupdate animage without having to perform an operating system
image capture.

The Windows Server 2019 installation media contain two .wim files in the Sources folder: Boot.
wim and Install.wim. The installation media uses Boot.wim to load the preinstallation environ-
ment that you use to deploy Windows Server 2019. Install.wim stores one or more operating
system images. For example, as Figure 3-1shows, the Install.wim file available with the evalua-
tion version of Windows Server 2019 contains four different editions of Windows Server 2019.
Depending on the specifics of the hardware on which you are attempting to install Windows
Server, you might need to add extra drivers to the boot.wim file. For example, you will need to
add extra drivers if the Windows Server installation routine cannot access the storage device on
which you want to install Windows Server because that device’s driver is included in the default
boot image.
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.\.;J él Windows Setup
Select the operating system you want to install
Operating system Architecture Date modified
ows Server 2019 Standard Evaluation
Windows Server 2019 Standard Evaluation (Desktop Experien... x64 3/12/2019
Windows Server 2019 Datacenter Evaluation B4 3/12/2019
Windows Server 2019 Datacenter Evaluation (Desktop Experi... x64 3/12/2019
Description
(Recommended) This option omits most of the Windows graphical environment. Manage with a
command prompt and PowerShell, or remotely with Windows Admin Center or other tools.

FIGURE 3-1 Windows Server 2019 editions

Modifying Windows images

The Deployment Image Servicing and Management (DISM) tool is a command-line tool that
you can use to manage images in an offline state. You can use Dism.exe to perform the follow-
ing tasks:

e Enable or disable roles and features

e List roles and features

e Add, remove, and list software updates

e Add, remove, and list software drivers

e Add, remove, and list software packages in .appx format to a Windows image

For example, you can take the Install.wim file from the Windows Server installation media and
use Dism.exe to mount that image, add new drivers and recent software updates to that image,
and save those changes to an image all without having to perform an actual deployment. The
advantage is that when you do use this updated image for deployment, the drivers and updates
that you added are already applied to the image and you won't have to install them as part of
your post-installation configuration routine.

You can use the Microsoft Update Catalog (https.//catalog.update.microsoft.com) to search for
drivers for images that you use with physically deployed servers. This site stores all the certified
hardware drivers, software updates, and hotfixes published by Microsoft. Once you download

CHAPTER 3
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drivers and software updates, you can add them to your existing installation images by using
Dism.exe or the appropriate PowerShell cmdlets in the DISM PowerShell module.

Servicing Windows images

As an IT professional responsible for deploying Windows Server, you need to ensure that your
deployment images are kept up to date. The latest software updates should be applied to the
image, and any new device drivers for commonly used server hardware should be included.

The main goals of an image servicing strategy are the following:

e Ensure that the latest software updates and hotfixes are applied to the image before the
image is deployed to new servers.

e Ensure that the latest drivers are applied to the image before the image is deployed to
new servers.

If you don’t take these steps, you'll have to wait until after you've deployed the operating sys-
tem before you can apply updates and drivers. While Windows Server updates are cumulative
now, and you won't need to spend hours updating an image from RTM, it's quicker to have
the most recent update already applied to the image than it is to wait for the server to deploy,
retrieve the latest update, and then wait for it to download and then install. Having updates
apply after deployment has occurred consumes a significant amount of time and also substan-
tively increases network traffic. One of your aims when performing a deployment should be to
get the server operational and hosting workloads as quickly as possible.
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You can use the DISM (Deployment Image Servicing and Management) utility or the associated
PowerShell cmdlets in the DISM PowerShell module to service the current operating system in
an online state or perform offline servicing of a Windows image.

Servicing images involves performing the following general steps:
1.  Mount the image so that it can be modified.
2. Service the image.
3. Commit or discard the changes made to the image.
Mounting images

By mounting an image, you can make changes to that image. When you mount an image, you
link it to a folder. You can use File Explorer, Windows PowerShell, or Cmd.exe to navigate the
structure of this folder and interact with it as you would any other folder located on the file sys-
tem. Once the image is mounted, you can also use Dism.exe or PowerShell to perform servicing
tasks, such as adding and removing drivers and updates.
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A single WIM file can contain multiple operating system images. Each operating system image
is assigned an index number, which you need to know before you can mount the image. You
can determine the index number using Dism.exe with the /Get-wiminfo switch. For example, if
you have an image named Install.wim located in the C:\Images folder, you can use the following
command to get a list of the operating system images it contains.

Dism.exe /get-wiminfo /wimfile:c:\images\install.wim

Figure 3-2 shows the result of this command and lists the images contained in Windows
Server 2019. The Standard Evaluation Edition of Windows Server 2019 with the Server Core
installation option is assigned index identity 7, the Standard Evaluation with Desktop Experi-
ence is assigned index identity 2, the Datacenter Evaluation with the Server Core installation
option is assigned index identity 3, and the Datacenter Evaluation with Desktop Experience is
assigned index identity 4.

[E8 Administrator: C:\Windows\system32\cmd.exe - [m] x
C:\images>dism.exe /get-wiminfo /wimfile:c:\images\install.wim

Deployment Image Servicing and Management tool
ersion: 10.0.17763.1

CHAPTER 3

Details for image : c:\images\install.wim

Index : 1

Name : Windows Server 2019 Standard Evaluation

Description : (Recommended) This option omits most of the Windows graphical environment. Manage with a com
mand prompt and PowerShell, or remotely with Windows Admin Center or other tools.

Size : 8,089,162,324 bytes

Index : 2

MName : Windows Server 2019 Standard Evaluation (Desktop Experience)

Description : This option installs the full Windows graphical environment, consuming extra drive space. Tt
can be useful if you want to use the Windows desktop or have an app that requires it.

Size : 14,306,174,003 bytes

Index : 3

Name : Windows Server 2019 Datacenter Evaluation

Description : (Recommended) This option omits most of the Windows graphical environment. Manage with a com
mand prompt and PowerShell, or remotely with Windows Admin Center or other tools.

Size : 8,095,293,980 bytes

Index : 4
Name : Windows Server 2019 Datacenter Evaluation (Desktop Experience)
Description : This option installs the full Windows graphical environment, consuming extra drive space. It

FIGURE 3-2 Details of an operating system image

You can accomplish the same task using the Get-WindowsImage PowerShell cmdlet. For exam-
ple, to view the contents of the image Install.wim in the C:\Images folder, run the following
command, as shown in Figure 3-3.

Get-WindowsImage -ImagePath c:\images\install.wim
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& Administrator: Windows PowerShell ISE
File Edit View Tools Debug Add-ons Help

@ d & 5 8 3 B | = |8 B oo ®mE.

Seript )
PS C:\images> Get-WindowsImage -ImagePath C:\images\install.wim

ImageIndex
ImageName

ImageSize
ImageIndex

ImageName
ImageDescription

ImageSize

ImageIndex
ImageName

ImageSize

T mm T PR

Completed

HE
: Windows Server 2019 Standard Evaluation
ImageDescription :

(Recommended) This option omits most of the windows
graphical environment. Manage with a command prompt and
Powershell, or remotely with Windows Admin Center or other
tools.

: 8,089,162,324 bytes

2

; windows Server 2019 sStandard Evaluation (Desktop Experience)
: This option installs the full windows graphical

environment, consuming extra drive space. It can be useful
if you want to use the windows desktop or have an app that
requires it.

: 14,306,174,003 bytes

3

: Windows Server 2019 Datacenter Evaluation
ImageDescription :

(Recommended) This option omits most of the Windows
graphical environment. Manage with a command prompt and
Powershell, or remotely with windows Admin Center or other
tools.

: 8,095,293,980 bytes

a

Ln 40 Col 15 100%

FIGURE 3-3 Windows image details

Inside OUT

DISM and PowerShell

Image management coverage is provided for both DISM and PowerShell because a
large number of IT professionals are accustomed to the former and may still use DISM
in scripts. In the long run, it's probably a good idea to use PowerShell, but it's also fair
to say that DISM will be around for some time yet.

Once you have determined which operating system image you want to service, you can use the
/Mount-image switch with the Dism.exe command to mount that image. For example, to mount
the Standard Edition of Windows Server 2019 from the Install.wim file that is available with the
Evaluation Edition in the C:\Mount folder, issue this command:

Dism.exe /mount-image /imagefile:c:\images\install.wim /index:2 /mountdir:c:\mount
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Alternatively, you can accomplish the same goal using the following Mount-Windowsimage
command:

Mount-WindowsImage -ImagePath c:\images\install.wim -index 2 -path c:\mount

Adding drivers and updates to images

Once you have mounted an image, you can start to service that image. When servicing images
used to deploy Windows Server, the most common tasks are adding device drivers and software
updates to the image. You can use the /Add-Driver switch with the Dism.exe command to add

a driver to a mounted image. When using the switch by itself, you need to specify the location
the driver’s .inf file. Rather than adding a driver at a time, you can use the /Recurse option to
have all drivers located in a folder and its subfolders added to an image. For example, to add all
of the drivers located in and under the C: Drivers folder to the image mounted in the C:\Mount
folder, use the following command.

Dism.exe /image:c:\mount /Add-Driver /driver:c:\drivers\ /recurse

Similarly, you could use the Add-WindowsDriver cmdlet to accomplish the same objective by
issuing the command:

CHAPTER 3

Add-WindowsDriver -Path c:\mount -Driver c:\drivers -Recurse

You can use the /Get-Driver option to list all drivers that have been added to the image and
the /Remove-Driver option to remove a driver from an image. In PowerShell, you use the
Get-WindowsDriver cmdlet and the Remove-WindowsDriver cdlets. You can remove only the
drivers that you or someone else has added to an image. You can’t remove any of the drivers
that were present in the image when Microsoft published it. You might choose to remove an
existing driver if the driver you added in the past has since been updated.

You can use Dism.exe with the /Add-Package switch to add packages that contain updates or
packages in .cab or.msu format. Software updates are available from the Microsoft Update
Catalog website in.msu format. For example, you can download an update from the Microsoft
Update Catalog website named Cumulative Update For Windows Server 2019 for x64-based
Systems (KB4505056) to the C:\Updates folder on a computer, as shown in Figure 3-4.

If you mounted a WIM image of the Windows Server 2019 operating system in the C:\Mount
folder, you could apply the update to the image by using the command:

Dism.exe /image:c:\mount /Add-Package /PackagePath:"c:\updates\windows10.0-kb4505056-x64
_09c6216e684ce667fc0c07cc30e84ef21f04c6fl.msu”

You can accomplish the same thing with the following Add-WindowsPackage command:

Add-WindowsPackage -path c:\mount -packagepath "c:\updates\AMD64-all
-windows10.0-kb4505056-x64_09c6216e684ce667fc0c07cc30e84ef21f04c6fl.msu”
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@ Microsoft Update Catalog - Chromium = O x

Download

Download Updates

2019-05 Cumulative Update for Windows Server 2019 for x64-based Systems (KB4505056)

windows10.0-kb4505056-x64_00c6216e684cab6Ticlc0Tcc30e84ef21f04c6f1.msu
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FIGURE 3-4 Downloading a cumulative update

Adding roles and features

You can determine which features are available in a mounted operating system image by using
the /Get-Features switch. Features include both Windows Server 2019 roles and features. For
example, to learn which features are available in the image mounted in the C:\Mount folder, use
this command, as shown in Figure 3-5:

Dism.exe /image:c:\mount /Get-Features

You can enable or disable a specific feature using the /Enable-Feature switch. For example, to
enable the NetFx3ServerFeatures feature, which enables the .NET Framework 3.5 server features
in an image, use this command.

Dism.exe /image:c:\mount /Enable-Feature /all /FeatureName:NetFx3ServerFeatures

Some features in the Windows Server image are in a state in which they are listed as having their
payload removed, which means that the installation files for that feature are not included in

the image. If you install a feature that had its payload removed when the operating system was
deployed, the operating system can download the files from the Microsoft update servers on
the Internet. You can also specify the location of the installation files. The installation files for the
features that have had their payload removed in Windows Server are located in the \Sources\sxs
folder of the volume in which the installation media is located.
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B Administrator: Windows PowerShell ISE

— x
File Edit View Tools Debug Add-ons Help
AT = [ TR = W, I W | = 8 oo m=®.

Script ()
PS C:\> dism.exe /image:c:\mount /Get-Features :

Deployment Image Servicing and Management tool
Version: 10.0.17763.1

Image Version: 10.0.17763.379

Features 1listing for package : Microsoft-windows-Foundation-Package~31bf3856ad36
4e35~amd64~~10.0.17763.1

Feature Name : Server-Core
State : Enabled

Feature Name : NetFx4ServerFeatures
State : Enabled

Feature Name : NetFx4
State : Enabled

Feature Name : NetFx4Extended-ASPNET45
State : Disabled

Feature Name : MicrosoftWindowsPowerShelTRoot
State : Enabled

Feature Name : MicrosoftWindowsPowersShell
State : Enabled

CHAPTER 3

Completed Ln 949 Col9 100%

FIGURE 3-5 View features

You can add these payload-removed features to an image by using Dism.exe and specifying the
source directory. For example, to modify an image mounted in the C:\Mount folder so that the
Microsoft .NET Framework 3.5 features are installed and available, issue this command when the
installation media is located on volume D, as shown in Figure 3-6:

Dism.exe /image:c:\mount /Enable-Feature /all /FeatureName:NetFx3 /Source:d:\sources\sxs

=2

File | Edit View Tools Debug Add-ons Help
D& d 4 B> 90| p a0 w8 Eoolmme.

Seript %)
PS C:\> Dism.exe /image:c:\mount /Enable-Feature /all /FeatureName:NetFx3 /Source:

Deployment Image Servicing and Management tool
Version: 10.0.17763.1

Image Version: 10.0.17763.379

Enabling feature(s)

0% ]

100.
The operation completed successfully.

PS C:\> |

FIGURE 3-6 Enabling a feature
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Inside OUT
.NET Framework 3.5

While features like WINS remain available within Windows Server 2019, the .NET Frame-
work 3.5 is not only not installed by default, but it has been quarantined into its own
separate installation folder. One might suspect that Microsoft wants it to be diffi-
cult to install. The problem is that such a huge variety of software depends on .NET
Framework 3.5, which makes installing it more of a hassle than it needs to be.

Committing an image

When you finish servicing an image, you can save your changes using the /Unmount-Wim
switch with the /Commit option. You can discard changes using the /Discard option. For exam-
ple, to make changes and then commit the image mounted in the C:\Mount folder, use this
command.

Dism.exe /Unmount-Wim /MountDir:c:\mount /commit
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You can use the Save-Windowsimage PowerShell cmdlet to save changes to an image without
dismounting the image. You use the Dismount-Wimimage cmdlet with the Save parameter to
save the modifications that you've made to an image and then dismount it. For example, to dis-
mount and save the image mounted in the C:\Mount folder, run the command:

Dismount-WimImage -Path c:\mount -Save

Once you have committed the changes, the .wim file that you originally mounted is updated
with these modifications. You can then import this .wim file into WDS, use it to build a virtual
hard disk, or use it with bootable USB installation media to deploy Windows Server 2019 with
these updates and modifications already applied.

Build and capture

When you perform a build and capture, you deploy an operating system; provision that operat-
ing system with updates, applications, and drivers; and then capture that operating system for
deployment. Build and capture is used less often with server operating systems because they
rarely require the same sort of application deployment that is required for client operating
systems. If you can just pull a container with an updated application down onto an operating
system after deployment, there is little reason to include it in the image. Additionally, with tools
such as Desired State Configuration, Chef, and Puppet, many post-installation and configuration
tasks can be completely automated, reducing the hassle of post-installation configuration.

If your deployment strategy does involve the deployment and capture of Windows Server 2019,
you need to remember that you'll need to generalize the image prior to capture, removing any
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configuration information that is specific to the installation. You can perform this task using

the Sysprep.exe utility. Sysprep.exe is included with Windows Server 2019 and is located in the
C:\Windows\System32\Sysprep folder. When you use Sysprep.exe to prepare the image, you
can configure the image to return to the system Out-of-Box Experience (OOBE), as shown in
Figure 3-7. This is the same experience you get when Windows Server boots for the first time,
though in this case all the updates, applications, and drivers included in the captured image are
included in the newly deployed image.

Systern Preparation Tool 3.14 X

System Preparation Tool (Sysprep) prepares the machine for
hardware independence and deanup.

System Cleanup Action

Generalize

Shutdown Options
Shutdown ~

E
i
CHAPTER 3

FIGURE 3-7 Sysprep

You can use Dism.exe with the /Capture-Image switch or the New-Windowsimage PowerShell
cmdlet to capture an image.

Answer files

Answer files present a traditional method of performing operating system deployment and
configuration. While not as comprehensive as newer technologies such as Desired State Con-
figuration (DSC) that assist not only in deployment but in ongoing configuration, answer files
allow you to automate the process of deploying Windows Server.

Instead of having to manually select specific installation options and perform post-installation
configuration actions such as joining a newly deployed server to an AD DS domain, you can
automate the process with answer files. During setup, the Windows Server looks for a file on
local and attached media named Autounattend.xml. If this file is present, Windows Server auto-
matically uses the settings contained in the file to configure the new server deployment.

As its name suggests, Autounattend.xml uses the XML file format. Although it is certainly pos-
sible for you to manually edit this XML file using a text editor such as Notepad, this process is
complicated, and you are likely to make errors that cause the file to not work. The Windows
System Image Manager (known as Windows SIM) is a GUI-based tool that you can use to create
an answer file. When using the tool, you must specify the image for which you want to create
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an answer file. Windows SIM then creates a catalog file for all the options that you can config-
ure. After you configure all the settings that you want automated during installation and post-
installation configuration, you can have the tool output an answer file using correct XML syntax.
Windows SIM is included with the Windows Assessment and Deployment Kit (Windows ADK),
which you can download from the Microsoft website.

To create an answer file using Windows SIM, perform the following steps:

1. Download and install Windows ADK from the Microsoft website using the installation
defaults. You can do this with Chocolatey, covered later in this chapter, by running the
following command:

Choco install -y windows-adk-all

2. Copy the \Sources\install.wim file from the Windows Server installation media to a
temporary directory on the computer on which you have installed Windows ADK.

3. Open Windows SIM from the Start screen.

4. Inthe Windows SIM interface, click File, and then choose Select Windows Image. Open
the Install.wim file.
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5. Select an operating system image in the install image for which you wish to create an
answer file. For example, Figure 3-8 shows the selection of the Standard edition with
Desktop Experience operating system.

Select an Image X

Select an image in the Windows image file:

Windows Server 2013 SERVERSTANDARDCORE
Windows Server 2013 SERVERSTANDARD
Windows Server 2019 SERVERDATACENTERCORE
Windows Server 2019 SERVERDATACENTER

(You must be an administrator of the local machine to create catalogs.)

Cancel

FIGURE 3-8 Select an image

6. When prompted to create a catalog file, click Yes.

7. Click File, New Answer File.
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8. Use Windows SIM to select each component that you want to configure. Figure 3-9 shows
how you can configure installation to join the adatum.com domain.

A Untitled" - Windows System Image Manager - o x
File  Edit Inset Tooks Help
@ Ed e 68 @
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FIGURE 3-9 Windows System Image Manager

Windows Deployment Services

Windows Deployment Services (WDS) is a server role that you can deploy on computers running
Windows Server. WDS enables you to deploy operating systems, including Windows 8.1, Windows
10, Windows Server 2012, Windows Server 2012 R2, Windows Server 2016, and Windows Server
2019, to computers over the network. WDS can send these operating systems across the network
using multicast transmissions, which means that multiple computers receive the same operating
system image while minimizing the use of network bandwidth. When you use multicast transmis-
sions, the same amount of traffic crosses the network independently of whether you are deploy-
ing an operating system to 1 computer or to 50. WDS also can use unicast transmissions.

Deploying Windows Server through WDS involves performing the following steps:

1. Anoperating system deployment transmission is prepared on the WDS server.

CHAPTER 3
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2. The media access control (MAC) addresses of Pre-boot Execution Environment (PXE)—
compliant network adapters are made available to the WDS server.

3. The computers that are targets of the transmission boot using their PXE-compliant
network adapters.

4. These computers locate the WDS server and begin the operating system setup process.
If the WDS server has been provisioned with an answer file, the setup completes
automatically. If the WDS server has not been provisioned with an answer file, an
administrator must enter setup configuration information.

Each WDS server can have only one unattended installation file for each processor architecture.
Because unattended installation files differ between server and client, you either need to swap
unattended files when you are switching between client and server or have multiple WDS serv-
ers. WDS can be used in conjunction with other technologies such as Desired State Configura-
tion where an answer file only performs basic configuration tasks, with the substantial tasks
completed by an advanced configuration technology.

WDS requirements

WDS clients need a PXE-compliant network adapter, which is rarely a problem because almost
all modern network adapters are PXE-compliant. You can also use WDS to deploy Windows
Server 2012 and later to virtual machines running under Hyper-V. The trick to doing this is to use
a legacy rather than a synthetic network adapter when creating the virtual machine as a Gen-
eration 1virtual machine. This isn't necessary when using Generation 2 virtual machines because
the Generation 2 virtual machine network adapters support PXE booting.

(@)
I
>
o
—
m
)
w

If you have a computer that does not have a PXE-compliant network adapter, you can configure
a special type of boot image known as a discover image. A discover image boots an environment,
loading special drivers to enable the network adapter to interact with the WDS server. You create
the boot image by adding the appropriate network adapter drivers associated with the computer
that can’t PXE boot to the Boot.wim file from the Windows Server installation media.

WDS has the following requirements:
e A Windows Server DNS server must be present on the local area network (LAN).

® Prior to Windows Server 1810, an authorized Dynamic Host Configuration Protocol
(DHCP) server must be present on the network. You can host WDS and DHCP on the same
computer as long as you configure the options shown in Figure 3-10. Versions of Windows
Server after 1810—including Windows Server 2019—can be used with third-party DHCP
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servers. Because this limits your ability to use IP address tracking through IPAM, using a
third-party DHCP server if you are using WDS is not a recommended strategy.

52-GUI Properties x
Mutticast Advanced MNetwork: TFTP
General PXE Response AD DS Boot Cliert DHCP

I Dynamic Host Corfiguration Protocol (DHCP) is running on this server,
check both of the following check boxes and use DHCP tools to add
appropriate PXE options to all DHCP and DHCPvE scopes.

I & non-Microsoft DHCF server is nunning on this server, then check the first

box and manually configure DHCP option 60 and DHCPvE Vendor Class for
Proxy DHCF.

Do not listen on DHCP ports
[ Cortiqure DHCP options to indicate that this is also a FXE server;
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FIGURE 3-10 WDS DHCP settings

If you install WDS from the Add Roles And Features Wizard, you can configure these settings
automatically. Although the WDS server does not require a static IP address, it is good practice
to ensure that infrastructure roles such as WDS always use a consistent network address. You
can install WDS on computers running the Server Core version of Windows Server.

When installing WDS on Server Core, you have to specify the location of the source files or
ensure that the server has a connection to the Internet, which enables them to be downloaded
automatically. Although it is possible to manage WDS from Windows PowerShell, most adminis-
trators use the graphical WDS Remote Server Administration Tools (RSAT) from a computer run-
ning Windows 10, Windows Server 2016, or Windows Server 2019 with Desktop Experience.
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Managing images

Images contain either entire operating systems or a version of a special stripped-down oper-
ating system known as Windows PE. Windows PE functions as a type of boot disk, enabling a
basic environment to be loaded from which more complex maintenance and installation tasks
can be performed. WDS uses four image types: boot image, install image, discover image, and
capture image.

e BootlImage. A specialimage that enables the computer to boot and begin installing
the operating system using the install image. A default boot image, named Boot.wim, is
located in the sources folder of the Windows Server installation media.

e Install Image. The main type of image discussed in this chapter. Contains the operating
system as well as any other included components, such as software updates and addi-
tional applications. A default install image, named Install.wim, is present in the sources
folder of the Windows Server installation media. Install images can be in .vhd or .vhdx
format, though you can only manage install images using the WDS console in Windows
Server 2012 R2, Windows Server 2016, or Windows Server 2019.

e Discoverlmage. This special image is for computers that cannot PXE boot to load
appropriate network drivers to begin a session with a WDS server.
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e Capture Image. A special image type that enables a prepared computer to be booted
so that its operating system state can be captured as an install image. You add capture
images as boot images in WDS.

To import an image into WDS, perform the following steps:
1. Open the Windows Deployment Services console.
2. Click Install Images. From the Action menu, click Add Install Image.
3. Choose whether to create a new image group or to use an existing image group.
4. Specify the location of the image file.

5. Inthe Available Images page of the Add Image Wizard, select the operating system
images that you want to add. When the image or images are added, click Next, Finish.

Configuring WDS

The installation defaults for WDS are suitable when you deploy the role in small environments. If
you are deploying WDS in larger environments and do not choose to implement System Center
Virtual Machine Manager for server operating system deployments, you might want to config-
ure the options discussed in the following sections, which are available by editing the properties
of the WDS server in the Windows Deployment Services console.
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PXE response settings

With PXE response settings, you can configure how the WDS server responds to computers. As
Figure 3-11 shows, you can configure WDS not to respond to any client computers (this effec-
tively disables WDS), to respond to known client computers, or to respond to all computers

but require an administrator to manually approve an unknown computer. Known computers
are those that have prestaged accounts in Active Directory. You can prestage computers if you
know the MAC address of the network interface card (NIC) that the computer uses. Vendors
often supply a list of MAC addresses associated with computers when you purchase those com-
puters, and you can use this list to prestage computer accounts.

52-GUI Properties x
Mutticast Advanced MNetwork: TFTP
General PXE Response AD DS Boot Cliert DHCP

PXE Response Policy

Define which client computers this server will respond to. Known
clients are clients that appear in the list of prestaged devices.

(®Do not respond to any client computers!

() Respond only to known client computers

CHAPTER 3

{0) Respond to all client computers fenown and unknown)

Require administrator approval for unknown computers. When
you select this option, you must approve the computers using
the Pending Devices node in the snap+n. Approved computers
will be added to the list of prestaged clients.

PXE Response Delay
Adjust how quickly this server responds to clients.

Delayin seconds: |0 =

Concel | [ty

FIGURE 3-11 PXE Response settings

You use the PXE Response Delay setting when you have more than one WDS server in an envi-
ronment. You can use this setting to ensure that clients receive transmissions from one WDS
server over another, with the server configured with the lowest PXE response delay having pri-
ority over other WDS servers with higher delay settings.
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Client Naming Policy

The Client Naming Policy enables you to configure how computers installed from WDS are
named if you aren't using deployment options that perform the action. You can also use the
settings on the AD DS tab, shown in Figure 3-12, to configure domain membership and organi-
zational unit (OU) options for the computer account.

52-GUI Properties X
Multicast Advanced Network TFTP
General PXE Responss AD DS Boat Client DHCP

Client Naming Policy

Define how unknown client computers will be named. Unknown clients
are clients that you have not prestaged in Active Directory Domain
Services (AD DS).

Format: |‘3c;ﬁ1 Usemame 8

Computer Account Location

Create computer accounts in the following location:

() Same domain as the user performing the installation.
() Same oraanizational unit as the user peforming the installation.
() The following location:

Browse...

Cancel Zpply

FIGURE 3-12 Client Naming Policy

WDS boot options

In the Boot options tab of the WDS server’s Properties dialog box, shown in Figure 3-13, you
can configure how clients that PXE boot interact with the WDS server. You can also configure a
default boot image for each architecture supported by WDS. By default, once a client has con-
nected to a WDS server, someone must press the F12 key to continue deploying the operating
system. In environments in which you are performing a large number of simultaneous deploy-
ments, requiring this level of manual intervention might substantially delay the deployment.
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52-GUI Properties X
Mutticast Advanced MNetwork TFTP
General PXE Response AD DS Boot Cliert DHCP

PXE Boot Policy

After a network boot is intisted, define when a PXE boot will continue.

Known clients:

() Always continue the PXE boot

(O Corttinue the PXE boot unless the user presses the ESC key
(O Never cortinue the PXE boot

Unknown clients:

(®) Require the userto press the F12 key to continue the PXE boat
() Always continue the PXE boot

() Continue the PXE boat unless the user presses the ESC key
() Never cortinue the PXE boot

Default boot image (optional)

XB6 architscture: | || Select...
264 architecture: | || Select... o~
x4 architecture: | || Select... &
am architecture: | || select.. E
x86 (UEF)) architecture: | || Select... 6
x64 (UEFl) architecture: | || Select...

Concel | [ty

Figure 3-13 Boot options

Multicast options

The default settings of WDS have all computers that join the multicast transmission receiv-
ing the installation image at the same speed. If you frequently deploy operating systems, you
are aware that sometimes there are one or two computers that have network adapters that
slow transmission; transmissions that should take only 15 minutes now take half a day. You
can configure the transfer settings on the Multicast tab, shown in Figure 3-14, so that clients
are partitioned into separate sessions depending on how fast they can consume the multicast
transmission. You still have those slow computers taking a long time to receive the image, but
the other computers connected to the transmission can complete the deployment quicker.
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52-GUI Properties X
General PXE Response AD DS Boot Client DHCP
Multicast Advanced Networle TFTP

Multicast IP Address
Of

(®) Use addresses from the following range:

IPv4 From: |239.192.D.2 | Te: |239.192.ﬂ.254 |

IPv6 From: [FF15:1:1 | To [FF15:TFF |

Note: Verify that there is no overlap between this range and IP
addresses being used by other multicast servers on your network.

Transfer Settings

(@) Keep all mutticast clisnts in a session at the same speed

() Separate clients into three sessions (slow. medium, fast)

() Separate clients into two sessions (slow and fast).

() Automatically disconnect clients below this speed fin KBps): | 755

Concel | | tory

Figure 3-14 WDS Multicast tab

Other options
Although you are less likely to need them, you can configure other options on the following tabs:

e Advanced tab. You can configure WDS to use a specific domain controller and global
catalog (GC) server. You can also configure whether WDS is authorized in DHCP. DHCP
authorization occurs automatically when you install the WDS role.

e Network tab. You can specify a User Datagram Protocol (UDP) port policy to limit
when UDP ports are used with transmissions. You can also configure a network profile to

specify the speed of the network, minimizing the chance that WDS transmissions slow the
network down.

e TFTPtab. You can specify maximum block size and Trivial File Transfer Protocol (TFTP)
window size.
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Configuring transmissions

You use WDS transmissions to set WDS to transfer the operating system image to PXE clients.
When configuring a WDS transmission, you need to decide what type of multicast transmission
you are going to perform in the Multicast Type page of the Create Multicast Transmission Wiz-
ard, as shown in Figure 3-15.

@ Create Multicast Transmission Wizard

Multicast Type uwg 7

Select one of the following types to define when to start this transmission.

e X

Puto-Cast. Starts the transmission automaticaly when a client requests the image. Then, as
(®) other clients request the same image. they also will be joined to the transmission that is already |
started.

(O Scheduled-Cast. Starts the transmission based on the following criteria.

Mote: f neither of the boxes below are selected, then the transmission will not start urtil you o0
manually start it. 5
Start when the number of clients that have requested the image is: -
Threshold: |0 = &
Start at a later time I
O

Statdate: | 31422017 v | Time: | 5:27.49 M 2]

< Back Next = Cancel

Figure 3-15 Multicast type

The difference between these options is as follows:

e Auto-Cast. A transmission starts when a client requests the image. If another client
requests the same image, the client joins the existing transmission, caching data from
the current transfer and then retrieving data that was transmitted before the client
joined the transmission. This is the best option to use when you are performing one-off
deployments.

e Scheduled-Cast. You choose either to start the transmission when a specified number
of clients have joined, or you start the transmission at a particular date and time. Sched-
uled-Cast is the best option to use when you are deploying the same operating system
image to a large number of computers.

To configure a WDS transmission, perform the following steps:

1. Open the Windows Deployment Services console, expand the WDS server from which
you want to perform the deployment, and click Multicast Transmissions. In the Action
menu, click Create Multicast Transmission.
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2. Provide a name for the multicast transmission.

3. On the Image Selection page, specify which operating system image you want to deploy
using the transmission.

4. Onthe Multicast Type page, specify whether you use Auto-Cast or Scheduled-Cast. If you
choose Scheduled-Cast, select the number of clients or the transmission start time.

Driver groups and packages

You can stage device drivers on a WDS server by importing the device driver as a package. A
driver package contains the extracted driver files. You can import the driver package into WDS
by locating the driver's .inf file. When using the WDS console, you can either import individual
driver packages or all the drivers in a set of folders.

In the WDS console, you can organize drivers into driver groups. A driver package can be a
member of more than one group, and deleting a driver group does not delete the associated
driver packages. You can use driver groups with filters to limit which driver packages are avail-
able to WDS clients.
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Virtual Machine Manager

For most organizations, the majority of their server deployments involve virtual machines rather
than deploying to bare metal physical hardware. While tools such as the Hyper-V console and
WDS are adequate for smaller environments, if you need to deploy hundreds or thousands of
virtual machines each year, you need a more comprehensive set of tools than those that are
included with the Windows Server operating system.

System Center Virtual Machine Manager is one tool that you can use to manage your organiza-
tion’s entire virtualization infrastructure, from virtualization hosts, clusters, and VMs, to manag-
ing the entire networking and storage stack. In this section, you'll learn about VMM templates,
storage, networking, and host groups.

Virtual machine templates

A Virtual Machine Manager VM template allows you to rapidly deploy virtual machines with
a consistent set of settings. A VMM VM template is an XML object that is stored with a VMM
library, and it includes one or more of the following components:

e Guest Operating System Profile. A guest operating system profile that includes oper-
ating system settings.

e Hardware Profile. A hardware profile that includes VM hardware settings.
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Virtual Hard Disk. This can be a blank hard disk or a virtual hard disk that hosts a spe-
cially prepared—sysprepped, in the case of Windows-based operating systems— version
of an operating system.

You can create VM templates based on existing virtual machines deployed on a virtualization
host managed by VMM, based on virtual hard disks stored in a VMM library, or by using an
existing VM template.

VM templates have the following limitations:

A VM template allows you to customize IP address settings, but you can only configure a
static IP address for a specific VM from a pool when deploying that VM from the template.

Application and SQL Server deployment are only used when you deploy a VM as part
of a service.

When creating a template from an existing VM, ensure that the VM is a member of a
workgroup and is not joined to a domain.

You should create a separate local administrator account on a VM before using it as
the basis of a template. Using the built-in administrator account causes the sysprep
operation to fail.

CHAPTER 3

More Info
Virtual machine templates

You can learn more about virtual machine templates at https://docs.microsoft.com
/en-us/system-center/vmm/vm-template?view=sc-vmm-2019.

VMM storage

VMM can use local and remote storage, with local storage being storage devices that are
directly attached to the server and remote storage being storage available through a storage
area network. VMM can use:

File storage. VMM can use file shares that support the SMB 3.0 protocol. This protocol
is supported by file shares on computers running Windows Server 2012 and later. SMB 3.0
is also supported by third-party vendors of network-attached storage (NAS) devices.

Block storage. VMM can use block-level storage devices that host LUNs (Logical
Unit Numbers) for storage using either the iSCSI, Serial Attached SCSI (SAS), or Fibre
Channel protocols.


https://docs.microsoft.com/en-us/system-center/vmm/vm-template?view=sc-vmm-2019
https://docs.microsoft.com/en-us/system-center/vmm/vm-template?view=sc-vmm-2019
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VMM supports automatically discovering local and remote storage. This includes automatic
discovery of:

e Storage arrays

e Storage pools

e Storage volumes
e [UNs

e Disks

e Virtual disks

Using VMM, you can create new storage from storage capacity discovered by VMM and assign
that storage to a Hyper-V virtualization host or host cluster. You can use VMM to provision stor-
age to Hyper-V virtualization hosts or host clusters using the following methods:

e From available capacity. Allows you to create storage volumes or LUNs from an exist-
ing storage pool.
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e From writable snapshot of a virtual disk. VMM supports creating storage from writ-
able snapshots of existing virtual disks.

e From a clone of a virtual disk. You can provision storage by creating a copy of a vir-
tual disk. This uses storage space less efficiently than creating storage from snapshots.

e From SMB 3.0 file shares. You can provision storage from SMB 3.0 file shares.

VMM supports the creation of a thin provisioned logical unit on a storage pool. This allows you
to allocate a greater amount of capacity than is currently available in the pool, and it is only
possible when:

e The storage array supports thin provisioning
e The storage administrator has enabled thin provisioning for the storage pool

VMM 2019 supports balancing of virtual disks across cluster-shared volumes to ensure that no
single cluster shared volume is over-committed.

More Info
Storage in VMM

You can learn more about storage in VMM at https://docs.microsoft.com/en-us
/system-center/vmm/manage-storage?view=sc-vmm-2019.
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Storage classifications

Storage classifications allow you to assign a metadata label to a type of storage. For
example, you might name a classification used with a storage pool that consists of
high-speed solid-state disks as Alpha, a classification used with Fibre Channel RAID 5
SAS storage as Beta, and iSCSI SATA RAID 5 as Gamma. The labels that you use should
be appropriate to your environment.

VMM networking

A VMM logical network is a collection of network sites, VLAN information, and IP subnet infor-
mation. A VMM deployment needs to have at least one logical network before you can use it to
deploy VMs or services. When you add a Hyper-V based virtualization host to VMM, one of the
following happens:

e [f the physical adapter is associated with an existing logical network, it remains associated
with that network once added to VMM.

e If the physical adapter is not already associated with a logical network, VMM creates a
new logical network, associating it with the physical adapter’s DNS suffix.

You can create logical networks with the following properties:

® One Connected Network. Choose this option when network sites that compose this
network can route traffic to each other, and you can use this logical network as a single
connected network. You have the additional option of allowing VM networks created on
this logical network to use network virtualization.

o VLAN-Based Independent Networks. The sites in this logical network are indepen-
dent networks. The network sites that compose this network can route traffic to each
other, though this is not required.

o Private VLAN (PVLAN) Networks. Choose this option when you want network sites
within the logical network to be isolated independent networks.

You create network sites after you have created a VMM logical network. You use network sites
to associate IP subnets, VLANs, and PVLANs with a VMM logical network.

CHAPTER 3
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More Info
VMM logical network

You can learn more about VMM logical networks at https://docs.microsoft.com/en-us
/system-center/vmmy/plan-network?view=sc-vmm-2019.

Logical switches

VMM logical switches store network adapter configuration settings for use with VMM-managed
virtualization hosts. You configure the properties of one or more virtualization host's network
adapters by applying the logical switch configuration information.

You should perform the following tasks before creating a logical switch:
e Create logical networks and define network sites.
e Install the providers for any Hyper-V extensible virtual switch extensions.

e Create any required native port profiles for virtual adapters that you use to define port
settings for the native Hyper-V virtual switch.

When you configure a VMM logical switch, you configure the following:
e Extensions
e Uplinks
e Virtual Ports

Extensions

You use logical switch extensions to configure how the logical switch interacts with network
traffic. VMM includes the following switch extensions:

e Monitoring. Allows the logical switch to monitor but not modify network traffic.
e Capturing. Allows the logical switch to inspect but not modify network traffic.
e Filtering. Allows the logical switch to modify, defragment, or block packets.

e Forwarding. Allows the logical switch to alter the destination of network traffic based
on the properties of that traffic.
Uplink port profiles

Uplink port profiles specify which set of logical networks should be associated with physical
network adapters. In the event that there are multiple network adapters on a virtualization host,


https://docs.microsoft.com/en-us/system-center/vmm/plan-network?view=sc-vmm-2019
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an uplink port profile specifies whether and how those adapters should participate in team-
ing. Teaming allows network adapters to aggregate bandwidth and provide redundancy for
network connections.

Virtual port profiles

You use port classifications to apply configurations based on functionality. The following port
profiles are available:

SR-I0V. Allows a virtual network adapter to use SR-IOV (Single Root Input Output
Virtualization)

Host Management. For network adapters used to manage the virtualization host
using RDP, PowerShell, or another management technology

Network Load Balancing. To be used with network adapters that participate in
Microsoft Network Load Balancing

Guest Dynamic IP. Used with network adapters that require guest dynamic IP
addresses, such as those provided by DHCP

CHAPTER 3

Live Migration Workload. Used with network adapters that support VM live migration
workloads between virtualization hosts

Medium Bandwidth. Assign to network adapters that need to support medium-
bandwidth workloads

Host Cluster Workload. Assign to network adapters that are used to support
host clusters

Low Bandwidth. Assign to network adapters that need to support low-bandwidth
workloads

High Bandwidth. Assign to network adapters that are used to support high-bandwidth
workloads

iSCSI Workload. Assign to network adapters that are used to connect to SAN resources
using the iSCSI protocol

More Info
Port profiles and logical switches

You can learn more about port profiles at https://docs.microsoft.com/en-us
/system-center/vmmy/network-port-profile?view=sc-vmm-2019.
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Virtual machine networks

In VMM, virtual machines connect to a VMM logical network through a VMM virtual machine
network. You connect a virtual machine’s network adapter to the virtual machine network
rather than the logical network. You can have VMM automatically create an associated virtual
machine network when you create a logical network. If you have configured a logical network
to support network virtualization, you can connect multiple VM networks to the logical net-
work, and they will be isolated from each other. Also, you can configure virtual networks to sup-
port encryption.

You can use network virtualization to configure logical networks in such a manner that different
VM tenants can utilize the same IP address space on the same virtualization host without collisions
occurring. For example, tenant alpha and tenant beta use the 172.16.10.x address space when their
workloads are hosted on the same virtualization host cluster. Even though tenant alpha and ten-
ant beta have virtual machines that use the same IPv4 address, network virtualization ensures that
conflicts do not occur.

When you configure network virtualization, each network adapter is assigned two IP addresses:

e Customer IP address. This IP address is the one used by the customer. The customer IP
address is the address visible within the VM when you run a command such as ipconfig or
Get-NetIPConfiguration.
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e Provider IP address. This IP address is used by and is visible to VMM. It is not visible
within the VM operating system.

MAC address pools

A MAC address pool gives you a pool of MAC addresses that can be assigned to virtual machine
network adapters across a group of virtualization hosts. Without MAC address pools, virtual
machines are assigned MAC addresses on a per-virtualization host basis. While unlikely, it is pos-
sible the same MAC address may be assigned by separate virtualization hosts in environments
with a very large number of virtualization hosts. Using a central MAC address pool ensures that
doesn’'t happen. When creating a MAC address pool, you specify a starting and an ending MAC
address range.

More Info
MAC address pools

You can learn more about MAC address pools at https://docs.microsoft.com/en-us
/system-center/vmm/network-mac?view=sc-vmm-2019.
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Static IP address pools

An IP address pool is a collection of IP addresses that, through an IP subnet, is associated with
a network site. VMM can assign IP addresses from the static IP address pool to virtual machines
running Windows operating systems if those virtual machines use the logical network associ-
ated with the pool. Static IP address pools can contain default gateway, DNS server, and WINS
server information. Static IP address pools aren’t necessary because VMs can be assigned IP
address information from DHCP servers running on the network.

More Info
IP address pools

You can learn more about IP address pools at https://docs.microsoft.com/en-us
/system-center/vmm/network-pool?view=sc-vmm-2019.

Private VLANS

VLANs segment network traffic by adding tags to packets. A VLAN ID is a 12-bit number, allow-
ing you to configure VLAN IDS between the numbers 1and 4095. While this is more than ade-
quate for the majority of on-premises deployments, large hosting providers often have more
than 5,000 clients, so they must use an alternate method to segment network traffic. A PVLAN is
an extension to VLANS that uses a secondary VLAN ID with the original VLAN ID to segment a
VLAN into isolated sub networks.

CHAPTER 3

You can implement VLANs and PVLANs in VMM by creating a Private VLAN logical network.
Private VLAN logical networks allow you to specify the VLAN and/or PVLAN ID, as well as the
IPv4 or IPv6 network.

Adding a WDS to VMM

In a scalable environment, you'll need to add additional Hyper-V host servers on a frequent
basis as either a standalone server or as part of a failover cluster to increase your capacity. While
it's possible to use another technology to deploy new Hyper-V host servers to bare metal, the
advantage of integrating virtualization host deployment with VMM is that you can fully auto-
mate the process. The process works in the following general manner:

1. Discovery of the chassis occurs. This may be through providing the chassis network
adapter’s MAC address to VMM.

2. The chassis performs a PXE boot and locates the Windows Deployment Services (WDS)
server that you have integrated with VMM as a managed server role. When you integrate
WDS with VMM, the WDS server hosts a VMM provider that handles PXE traffic from the
bare metal chassis started using the VMM provisioning tool.
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3. The VMM provider on the WDS server queries the VMM server to verify that the bare
metal chassis is an authorized target for managed virtualization host deployment. In
the event that the bare metal chassis isn't authorized, WDS attempts to deploy another
operating system to the chassis. If that isn't possible, PXE deployment fails.

4. If the bare metal chassis is authorized, a special Windows PE (Preinstallation Environment)
image is transmitted to the bare metal chassis. This special Windows PE image includes a
VMM agent that manages the operating system deployment.

5. Depending on how you configure it, the VMM agent in the Windows PE image can run
scripts to update firmware on the bare metal chassis, configure RAID volumes, and prepare
local storage.

6. A specially prepared virtual hard disk (in either .vhdx or .vhd format) containing the
virtualization host operating system is copied to the bare metal chassis from a VMM
library server.

7. The VMM agent in the Windows PE image configures the bare metal chassis to boot from
the newly placed virtual hard disk.

8. The bare metal chassis boots into the virtual hard disk. If necessary, the newly deployed
operating system can obtain additional drivers not included in the virtual hard disk from a
VMM library server.
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9. Post-deployment customization of the newly deployed operating system occurs. This
includes setting a name for the new host and joining an Active Directory Domain
Services domain.

10. The Hyper-V server role is deployed, and the newly deployed virtualization host is
connected to VMM and placed in a host group.

The PXE server needs to provide the PXE service through Windows Deployment Services. When
you add the VMM agent to an existing Windows Deployment Services server, VMM only manages
the deployment process if the computer making the request is designated as a new virtualization
host by VMM.

To integrate the WDS server with VMM to function as the VMM PXE server, you need to use an
account on the VMM server that is a member of the local Administrators group on the WDS
server. PXE servers need to be on the same subnet as the bare metal chassis to which they
deploy the virtualization host operating system.

VMM host groups

Host groups allow you to simplify the management of virtualization hosts by allowing you to
apply the same settings across multiple hosts. VMM includes the All Hosts group by default.
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You can create additional host groups as required in a hierarchical structure. Child host groups
inherit settings from the parent host group. However, if you move a child host group to a new

host group, the child host group retains its original settings, except for any PRO configuration.
When you configure changes to a parent host group, VMM provides a dialog box asking if you
would like to apply the changed settings to child host groups.

You can assign network and storage to host groups. Host group networks are the networks that
are assigned to the host group. These resources include IP address pools, load balances, logical
networks, and MAC address pools. Host group storage allows you to allocate logical units or
storage pools that are accessible to the VMM server for a specific host group.

More Info
VMM host groups

You can learn more about VMM host groups at https://docs.microsoft.com/en-us
/system-center/vmm/host-groups?view=sc-vmm-2019.

VMM virtualization host requirements

CHAPTER 3

To be able to configure a bare metal hardware chassis so that it can function as a VMM
managed Hyper-V virtualization host, the hardware chassis needs to meet the following
requirements:

® X64 processor. This needs to support hardware-assisted virtualization and hardware-
enforced Data Execution Prevention (DEP). In some cases, it may be necessary to enable
this support in BIOS.

o PXE boot support. The hardware chassis must be able to PXE boot from a PXE-enabled
network adapter. The PXE-enabled network adapter must be configured as a boot device.

e Out-of-band (OOB) management support. System Center VMM can discover and
manage the power states of hardware chassis that support BMC (Baseboard Management
Controller). VMM supports the following protocols:

= SMASH (Systems Management Architecture for Server Hardware) version 1 over
WS-Management

= DCMI (Datacenter Management Interface) version 1.0

= |PMI (Microsoft Intelligent Platform Management Interface) version 1.5 or
version 2.0
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images. See also container images; OS images
benefits, 48
build and capture, 56-57
committing, 56
configuring WDS, 62-66
creating from containers, 351
drivers and updates, 53-54
listing, 349
managing with WDS, 62
modifying, 49-50
mounting, 50-53
roles and features, 54-55
servicing, 50
infrastructure configuration as code, 79-80
Infrastructure Developer, 80
infrastructure master, 130
in-place upgrade, 686
Insider Preview builds, 34-35
installation options, 35-36
Installed Apps, using with WAC (Windows
Admin Center), 5

install.wim file, 44, 48
integrity scrubbing, 262
IntelliSense, PowerShell, 21
Intl.cpl, 37
loT Core base image, 346
IP addresses. See also NAT (Network Address
Translation)
and domain name filtering, 322-323
laas VMs, 527-530
IPAM (IP Address Management), 185-190
ipconfig.exe command-line tool, 730
IPsec, configuring for WFAS, 621-622
IPv6
DHCP 178
PNRP (Peer Name Resolution Protocol), 165-166
iSCSI
PowerShell cmdlets, 266267
and storage devices, 252-255, 266-267
iSCSI Initiator consoles, 13, 37
iSNS (Internet Storage Name Service) server,
256-257
isolation modes, containers, 339-340

J
JEA (Just Enough Administration), 26, 603-609, 613
JIT (Just In Time). See also VMs (Virtual Machines)
Administration, 609-613
VM Access, 534-536
jump servers, using with PAW, 3

K

Kerberos protocol, command-line tool, 730
Kerberos V5 authentication, 622

kernel transaction manager utility, 731
klist.exe command-line tool, 730

KPS (Key Protection Service), 631

KRA key, CAs (Certificate Authorities), 431
KRBTGT account password, 593-594
ksetup.exe command-line tool, 730
ktmutil.exe command-line tool, 731
ktpass.exe command-line tool, 731
Kubernetes orchestration, 365



L

L2 (Layer 2) Bridge networks, 362

L2TP/IPsec protocols, VPNs, 481

LAN routing, 487

languages, updating, 672

LAPS (Local Administrator Password Solution),
613-615. See also passwords

Icacls.exe command-line tool, 730

LCM (Local Configuration Manager), DSC, 83

LCOW (Linux Containers on Windows), 346, 363,
575, 578. See also containers

LDAP traffic, monitoring, 749

least privilege, 583-584. See also privileged
access

licensed version, converting to, 688-689

licensing

laas VMs, 519
RDS (Remote Desktop Services), 513-515

Linux containers on Windows, 363-364

Linux distro selection, Chef and Puppet, 96-97

Linux on Windows Server. See WSL (Windows
Subsystem for Linux)

Local Security Policy console, 13

Local Service account, 136

Local System account, 136

Local Users and Groups, using with WAC
(Windows Admin Center), 5

local vs. remote administration, 1

locctr.exe command-line tool, 731

lock pages in memory rights assignment, 599

logman.exe command-line tool, 731

logoff.exe command-line tool, 731

logon rights, 586, 597-599

LogonSessions tool, 746

LSA (Local Security Authority) protection,
592-593

LTSC (Long Term Servicing Channel), 6, 33

M

MAC addresses
command-line tool, 730
enabling spoofing, 361
VMs, 208

nested virtualization, Hyper-V virtualization platform 765

malware toolchains, 737. See also antimalware
solution
manage-bde.exe command-line tool, 731
MD hash algorithms, CAs, 399-400
Message Analyzer, 660
Microsoft Update Catalog, 49
migration. See also upgrade and migration paths
AD CS (Active Directory Certificate Services),
699-704
DHCP, 705-709
DNS, 704-705
to forest, 696—698
FRS to DFSR, 695-696
vs. upgrade, 685
Migration Tool, Active Directory, 697-698
MIM (Microsoft Identity Manager), 610-611
mirroring and storage spaces, 234
mklink.exe command-line tool, 731
ModulesTolmport role-capability file, 606
MOF file, DSC configuration script, 82-84
monitoring and maintenance, PowerShell
cmdlets, 683-684
monitoring tool, Process Monitor, 735-736
mounted directories, command-line tool, 732.
See also directories
mounting images, 50-53
mountvol.exe command-line tool, 731
MPIO (multipath I/0), clusters, 373
msiexec.exe command-line tool, 731
MSInfo32.exe, 37
multicast options, WDS, 65-66
multifactor authentication, AD FS, 449-450
MX (mail exchanger) records, 166-167

N

name of computer, viewing, 730

Nano Server, 44, 345

NAT (Network Address Translation), 359-360,
487-488. See also IP addresses

nbstat.exe command-line tool, 731

nested virtualization, Hyper-V virtualization
platform, 197-198



766  .NET Framework

.NET Framework 3.5, 56

Net print command-line tool, 731

NetBIOS over TCP/IP command-line tool,
731. See also TCP/IP (Transmission Control
Protocol/Internet Protocol)

netcfg.exe command-line tool, 731

netsh.exe command-line tool, 731

netstat.exe command-line tool, 731

network configuration, command-line tool, 731

network isolation, Hyper-V virtualization
platform, 209

Network Load Balancing Manager console, 13

network monitoring, 659-660

network performance, optimizing, 206-208

Network Policy Server console, 13

Network Service account, 136

Network tool, using with WAC (Windows
Admin Center), 5

networking laas VMs, 524-531

NFS (Network File System), 259-260, 267-268

NIC teaming, VMs, 208

NLB (Network Load Balancing), 385-389

nlbmgr.exe command-line tool, 731

NLS (Network Location Server), 492

Notepad, 37

NSGs (Network Security Groups), laaS VMs,
530-531

nslookup.exe command-line tool, 726, 731

NTLM (NT Lan Manager), disabling, 591

NTLMv2 authentication, 622

o

object label, rights assignment, 599

ODBC Data Sources consoles, 13

Offline Root CAs, 406

Online Responder Management console, 13

OOBE (Out-of-Box Experience), 57

openfiles.exe command-line tool, 731.
See also files

OpenSSH on Windows Server, 29

operating system, rights assignment, 597

orchestration of containers, 364-368

OS container image, retrieving, 344-345

OS images, keeping, 327. See also images

OS Rolling Upgrade, clusters, 380

OU (organizational unit) structure, 127-128,
132-133

overlay networks, creating, 362, 367

Overview tool, using with WAC (Windows
Admin Center), 5

P

package-management utilities, 103-107
pagefile, rights assignment, 597
PAM (Privileged Access Management), 609-613
parity data, storage, 234
passwords. See also LAPS (Local Administrator
Password Solution)
Azure Active Directory, 562-563
KRBTGT account, 593-594
policies, 585-586
resetting, 585
RODC replication, 122-123
security options, 586
pathping.exe command-line tool, 731
paths, associating with volume letters, 732
paths, command-line tools, 732
PAW (Privileged Access Workstations), 2-3
PDC emulator, 129
PDK file, 634
performance counters, 655, 731
Performance logs, command-line tool, 731
Performance Monitor console, 13
permissions. See also administrative permissions
AccessEnum tool, 744-745
CA autoenrollment, 420
shared folders, 274
staging, 463
persistent memory, 229
ping.exe utility, 731, 750
PKlview, CAs (Certificate Authorities), 392
pnputil.exe command-line tool, 731
PNRP (Peer Name Resolution Protocol), 165-166
pnunattend.exe command-line tool, 731
Policy Analyzer tool, 636-638
policy processing, 141-142



port rules, NLB, 388
PowerShell
DHCP management, 182-184
direct connection, 24-25
and DISM (Deployment Image Servicing and
Management) tool, 52
DNS management, 174-176
documentation, 17-18
features, 17
Gallery, 19, 104-105
Get-Credential command, 20
help commands, 18
IPAM management, 188-190
ISE (Integrated Scripting Environment), 21-24
modules, 18
remote tabs, 22-23
remoting, 19-21
shippets, 23-24
storage-related cmdlets, 266-271
using with WAC (Windows Admin Center), 5, 10
wget command, 44
PowerShell cmdlets
AD (Active Directory) module, 152-155
AD Deployment module, 157
AD FS, 450-453
AD RMS, 473-474
ADCSAdministration, 433-434
BranchCache, 305-306
container images, 346
DAC (Dynamic Access Control), 474
deduplication module, 266
DFS (Distributed File System), 306-308
DHCP, 182-184
DNS, 174-176
Event Logs, 683-684
event logs, 683-684
failover clustering, 383-385
FSRM (File Server Resource Manager), 303-305
vs. functions and aliases, 605
Group Policy module, 156
Hyper-V virtualization platform, 224-227
[IS (Internet Information Services), 334-335
IPAM, 188-190

products, updating

iSCSI module, 266

iSCS| Target module, 267

monitoring and maintenance, 683-684

NFS module, 267

NLB (Network Load Balancing), 389

Remote Access, 224-227, 496-498, 515-517

shared folder, 302-303

Storage module, 268

Storage Replica, 271

web administration, 335-336

Web Application Proxy, 453

Windows Server Backup, 683-684

WSUS (Windows Server Update Services), 684
PowerShell Direct, Hyper-V virtualization

platform, 198

PowerShell session

entering, 37

initiating remotely, 532-533
PowerShell.exe, 347
PPTP VPN protocol, 481-482
print jobs and queues, command-line tools, 731
Print Management console, 13
printer drivers, command-line tool, 731
printer queues, command-line tool, 732
printers, command-line tool, 732
privileges. See also least privilege

delegating, 584-585

securing, 596
prndrvr.exe command-line tool, 731
prnjobs.exe command-line tool, 731
prnmngr.exe command-line tool, 732
prnqctl.exe command-line tool, 732
ProcDump tool, 736
Process Explorer tool, 734-735
process level token, rights assignment, 600
Process Monitor tool, 735-736
process working set, rights assignment, 599
processes

command-line tools, 732

rights assignment, 599

using with WAC (Windows Admin Center), 5
Production Checkpoints feature, 121
products, updating, 672

767



768 programs, managing and executing remotely

programs, managing and executing remotely, 733

protected accounts, 588-589

protected system files, command-line tool, 732.
See also files; system files

provisioning data file, 634

PsPing tool, 750

.psrc extension, 604-605

PsTools Suite, 737-738

PTR (pointer) records, 167

pubprn.exe command-line tool, 732

Puppet environment, 96-103

PXE (Pre-boot Execution Environment), 60, 63

R
RAC (rights account certificate), 466
RAMMap tool, 751-753
ransomware, protecting file servers from, 645
RBAC (Role-Based Access Control), 584-585
RD (Remote Desktop) Gateway, 475-479
RD (Remote Desktop) Session Host
Group Policy configuration, 507-509
overview, 503-504
personal session desktops, 506
RemoteApp, 506-507
session collections, 504-506
RD (Remote Desktop) Virtualization Host,
509-512
RD (Remote Desktop) Web Access, 513
RDS (Remote Desktop Services)
CAL licenses, 514
Connection Broker, 502
deployment, 499-501
deployment properties, 502-503
licensing, 513-515
PowerShell cmdlets, 515-517
Session Host, 503-5009, 731
Virtualization Host, 509-512
recover.exe command-line tool, 732
Recovery Vault, Azure Backup, 668. See also
Windows Server Backup
Recycle Bin, AD (Active Directory), 147-149
redeployment, 724-725

ReFS (Resilient File System), 264-265
Regedit.exe/Regedt32.exe, 37
reg.exe command-line tool, 732
Regional Settings control panel, 37
Registry, using with WAC (Windows
Admin Center), 5
registry entries, command-line tool, 732
regsvr32.exe command-line tool, 732
relying party, AD FS, 439-440
relying party trust, AD FS, 439, 443
Remote Access Management console, 13.
See also routing and remote access
Remote Access PowerShell cmdlets, 224-227
remote administration, 1
Remote Desktop, 1-2, 5, 13, 25-27
Remote FX, 196
RemoteApp, 506-507
RemoteFX, 512
repair-bde.exe command-line tool, 732
replication, DFS, 296-299
request filters, website management, 324-326
reset password right, delegating, 585
resource metering, Hyper-V virtualization
platform, 193
Resource Monitor, 13, 659
Resource Properties, configuring for DAC, 457-459
resource records, DNS, 166-167
restore files and directories, rights
assignment, 600
restoring
from Azure Backup, 669-670
from backups, 665-666
deleted items, 119-120, 146-152
to locations, 666
revoking certificates, 408-410
RID (relative identifier) master, 130
RODC (Read Only Domain Controllers), 121-124
role-capability files, JEA, 604-607
RoleDefinitions session configuration file, 607
roles and features
adding, 45-46
adding to images, 54-56



upgrading, 687-688
using with WAC (Windows Admin Center), 5
role-specific backups, 665
Rolling Upgrades, clusters, 379-380. See also
upgrade and migration paths
root certificates, deploying, 405
routing and remote access, 493-496. See also
Remote Access Management console; VPNs
(virtual private networks)
DirectAccess, 489-496
LAN routing, 487
NAT (Network Address Translation), 487-488
PowerShell cmdlets, 496-498
RD (Remote Desktop) Gateway, 475-479
Routing and Remote Access console, 13
RSAT (Remote Server Administration Tools) tools,
6, 11-17, 61
RunAsVirtualAccount session configuration
file, 608
RunAsVirtualAccountGroups session
configuration file, 608

S
S2D, Storage Spaces Direct, 240-246
SAC (Semi Annual Channel), 33-34
sandbox, using with containers, 338
scheduled tasks
blocking, 592
command-line tool, 729, 732
using with WAC (Windows Admin Center),
729-723
scheduling priority, rights assignment, 599
schema master, 129
schtasks.exe command-line tool, 732
scripts, command-line tool, 729
ScriptsToProcess role-capability file, 606
SCT (Security Compliance Toolkit)
Attack Surface Analyzer, 638-639
Credential Guard, 640-642
Policy Analyzer tool, 636-638
searching files, 730, 733
secedit.exe command-line tool, 732

Services console 769

secrets, isolating, 640-642
security. See also connection security rules;
ESAE (Enhanced Security Administrative
Environment)
of backups, 663
connection security rules, 623
Controlled Folder Access, 645-647
Exploit Protection, 647-649
virtualization-based, 644-645
security audits, rights assignment, 598
security classifications, updating, 672
security configuration, command-line tool, 732
security options, accounts, 586-587
security roles, WSUS, 674-675
security settings, Exploit Protection, 647-649
security vulnerabilities, locating, 638-639
server configuration, command-line tool, 732
Server Core
App Compatibility Features on Demand, 42-43
base image, 346
containers, 338
DCs (domain controllers), 120-121
deployment, 43-44
interface, 36-37
and migration, 691
overview, 34-35
roles, 37-42
Server for NFS (Network File System), 259-260
Server Manager console, 14-17, 277-279
server operators, blocking from scheduling
tasks, 592
Server with Desktop Experience, 44-45
servermanagercmd.exe command-line tool, 732
service accounts
containers, 355-356
hardening, 600-603
types, 136
service dependencies, 726-727
Service Principal Name, command-line tool, 731
Services, using with WAC (Windows
Admin Center), 5
Services console, 13
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Services for NFS (Network File System) console, 13
servicing branches, 33-35
session activity, viewing, 746
session-configuration files, JEA, 607-608
SessionType configuration file, 607
sfc.exe command-line tool, 732
SHA hash algorithm, CAs, 399-400
shared folder cmdlets, 302-303
shared objects, rights assignment, 598
sharing folders, 258-259, 274-279
ShellRunAs tool, 745
shielded VMs. See also VMs (Virtual Machines)
vs. encryption-supported VMs, 633
guarded fabric, 631-634
Hyper-V virtualization platform, 223
overview, 628-630
shielding data file, 13, 634
showmount.exe command-line tool, 732
shutdown, rights assignment, 598, 600
SigCheck tool, 739-740
signed-on user identity, command-line tool, 733
sites. See website management; websites
SLC (server licensor certificate), 465-466
smart card security option, 587
smart paging, Hyper-V virtualization platform,
192-193
SmartScreen, Windows Defender, 651
SMB (Server Message Block) 3.1.1, 251-252
snapshots, AD (Active Directory), 151-152
snippets, PowerShell, 23-24
SoFS (Scale-Out File Server), 258-259
solutions, applying, 728
SQL Server
base image, 346
workgroup clusters, 381
SSD (Storage Spaces Direct), 240-246
SSDs (solid-state disks), 204
SSH client and server, 27-29
SSTP VPN protocol, 481
staging, DAC, 463
Standalone CAs, 403-406
Standard edition, 31-32, 687

storage
adding to storage pools, 230-233
using with WAC (Windows Admin Center), 5
storage devices, iSCSI, 252-255
storage migration, Hyper-V virtualization
platform, 221
Storage Migration Service, 5, 710-718. See also file
and storage servers
Storage module, PowerShell cmdlets, 268-270
storage optimization, Hyper-V virtualization
platform, 204-205
storage pools
features, 229-233
thin provisioning and trim, 237-239
Storage QoS (Quality of Service), 204, 263-264
Storage Replica
configuration replication, 249-251
configurations, 248-249
features, 247-248
PowerShell cmdlets, 271
using with WAC (Windows Admin Center), 5
Storage Reports, FSRM, 286-287
storage servers, WSMT (Windows Server
Migration Tools), 718-722
storage spaces
resiliency, 234-235
and storage pools, 229
tiering, 235-236
virtual disks, 239-240
Storage Spaces Direct, 240-241
storage tiering, 204-205
storage-related PowerShell cmdlets, 266-271
subnets, adding in Active Directory, 116
subst.exe command-line tool, 732
support calls, 753
Swarm mode, Docker, 365-368
symbolic links
command-line tool, 731
rights assignment, 598
symptoms and diagnosis, documenting, 725-726



Sysinternals tools

AccessChk, 740

AccessEnum, 744-745

AD Explorer, 746-749

ADlInsight, 749

LogonSessions, 746

overview, 733

ProcDump, 736

Process Explorer, 734-735

Process Monitor, 735-736

PsPing, 750

PsTools Suite, 737-738

RAMMap, 751-753

ShellRunAs, 745

SigCheck, 739-740

Sysmon, 741-744

VMMap, 738-739
Sysmon tool, 741-744
Sysprep.exe utility, 57
system activity, logging to event logs, 741-744
System Configuration console, 13
system date, command-line tool, 729
system files, blocking extensions, 283. See also

files; protected files

system information

command-line tool, 732

console, 14
System Insights, using with WAC (Windows

Admin Center), 5

system performance, rights assignment, 599
system time, rights assignment, 597
systeminfo.exe command-line tool, 732
SYSVOL replication

migrating, 730

upgrading, 695-696

T

takeown.exe command-line tool, 732
Task Manager, 37

Task Scheduler console, 14

task scheduling, blocking, 592
taskill.exe command-line tool, 732

trustlets 771

tasklist.exe command-line tool, 732
tasks, automating, 2
TCP/IP (Transmission Control Protocol/Internet
Protocol). See also NetBIOS over TCP/IP
command-line tool
command-line tool, 730
networks, 252-255
subnets, 115
Template Disk Wizard console, 14
test certificates, IIS (Internet Information
Services), 312
text files, searching, 730
thin provisioning and trim storage, 237-238
time stamp, viewing, 739-740
time zone settings, command-line tool, 732
TimeDate.cpl, 37
time.exe command-line tool, 732
TLS certificates
configuring, 315-317
DirectAccess, 491
token object, rights assignment, 597
token-signing certificates, AD FS, 442
TPDs (Trusted Publishing Domains), AD RMS, 471
TPM (Trusted Platform Module), 223, 631-633
traceroute.exe, command-line tool, 731
tracerpt.exe command-line tool, 732
tracert.exe command-line tool, 732
traffic, distribution, 385-389
TranscriptDirectory session configuration file, 608
transparent networks, 360-362
traverse checking, rights assignment, 597
tree.exe command-line tool, 732
trim storage, 238
troubleshooting methodology. See also
command-line tools
applying solutions, 728
dependencies, 726-727
overview, 723-724
ranking hypothetical solutions, 727-728
redeployment, 724-725
symptoms and diagnosis, 725-726
trustlets, 640
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TTL (Time to Live) value, DNS, 170-171

TUDs (Trusted User Domains), AD RMS, 470-471
tunnel rules, firewalls, 627

TypesToProcess role-capability file, 607
tzutil.exe command-line tool, 732

U

universal groups, 133
“unknown records,” 167
unoptimization, 262
updates. See also Azure Update Management;
WSUS (Windows Server Update Services)
applying, 356-357
and drivers added to images, 53-54
using with WAC (Windows Admin Center), 5
upgrade and migration paths. See also migration;
Rolling Upgrades
AD CS (Active Directory Certificate Services),
699-704
DHCP, 705-709
DNS, 704-705
editions, 689
evaluation to licensed version, 688-689
overview, 685-688
support, 685-693
upgrading
DCs (domain controllers), 693-695
editions, 689
roles and features, 687-688
URL authorization rules, 323-324
user accounts, 130-132
user and device claims, configuring for DAC,
456-457. See also claims and claim rules
user identity, getting information about, 733
user rights, assignment policies, 596-600

\'J

V VHD Sets, Hyper-V virtualization platform, 219
VariableDefinitions role-capability file, 606
verifier.exe command-line tool, 732

virtual account, 602

virtual directories, 1S, 313

virtual disks, creating, 239-240
Virtual Fibre Channel adapters, Hyper-V
virtualization platform, 203
virtual hard disks, Hyper-V virtualization
platform, 199-202
virtual switches, Hyper-V virtualization platform,
205-206
Virtual Switches, using with WAC (Windows
Admin Center), 5
Virtualization Host, RDS, 509-512
virtualization-based security, 640-642, 644-645
virtualized domain controllers, 121, 124
virtualized workloads, 47-48
VisibleAliases role-capability file, 606
VisibleCmdlets role-capability file, 606
VisibleExternal Commands role-capability file, 606
VisibleFunctions role-capability file, 606
VisibleProviders role-capability file, 606
visual debugging, PowerShell, 21
VM MAC addresses, Hyper-V virtualization
platform, 208
VM network adapters, Hyper-V virtualization
platform, 206
VM Network Health Detection, 222
VMM (Virtual Machine Manager)
adding WDS, 75-79
host groups, 77
multitier VM service, 80
networking, 71-75
storage, 6971
templates, 68-69
VMMap tool, 738-739
VMs (Virtual Machines). See also encryption-
supported VMs; laas (Azure Infrastructure as
a Service) VMs; JIT (Just In Time) VM Access;
shielded VMs
copying with Hyper-V, 221-222
drain on shutdown, 222
exporting with Hyper-V, 221-222
failover clustering, 377-379
Generation 2, 194-195
importing with Hyper-V, 221-222



load balancing, 378-379
MAC addresses, 208
Network adapters, 206
NIC teaming, 208
resizing, 536
WAC (Windows Admin Center), 5
Volume Activation Tools console, 14
volumes
command-line tools, 730-732
formatting and managing, 730
maintenance task rights, 599
recovering readable information, 732
VPN (virtual private networks). See also routing
and remote access
authentication, 482
certificates, 479
default conditions and settings, 485
disabling protocols, 483
IKEv2 (Internet Key Exchange version 2) VPN
protocol, 479-480
L2TP/IPsec protocols, 481
PPTP VPN protocol, 481-482
server access, 483-486
server deployment, 482-483
SSTP VPN protocol, 481
VSCode (Visual Studio Code), 23
VSS (Volume Shadow Copy Services), 670-671
Vssadmin, 670-671

w
WAC (Windows Admin Center)
AD DS feature, 120-121
Azure hybrid cloud services, 565-567
Azure laas VMs, 567-569
extensions, 9-10
features, 4-6
installing, 6-8
shared folder permissions, 276-277
show script, 10
tools and functionality, 5
WDAC (Windows Defender Application Control),
642-644

wget command, PowerShell 773

WDS (Windows Deployment Services)

adding to VMM, 75-76

boot options for images, 64—65

configuring, 62—-66

configuring for images, 62—-66

driver groups and packages, 68

managing images, 62

requirements, 60-61

transmissions, 67-68

using, 59-60
wdsutil.exe command-line tool, 733
Web Access, RDS (Remote Desktop Services), 513
Web Application Proxy, AD FS, 437, 445-447
web applications, adding, 314-315
webadmin.exe command-line tool, 733
website management. See also IIS (Internet

Information Services)

adding sites, 310-313

default document, 320-321

directory browsing, 321-322

domain name filtering, 322-323

error response, 319-320

IP address restrictions, 322-323

modifying settings, 314

overview, 309-310

request filters, 324-326

site authentication, 318-319

test certificates, 312

TLS certificates, 315-317

URL authorization rules, 323-324

virtual directories, 313
websites, creating, 115
wecutil.exe command-line tool, 733
wevutil.exe command-line tool, 733
WFAS (Windows Firewall with Advanced Security)

connection security rules, 623-628

firewall profiles, 618619

inbound rules, 619-620

IPsec configuration, 621-622

outbound rules, 620-621

overview, 618
wget command, PowerShell, 44
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where.exe command-line tool, 733

whoami.exe command-line tool, 733

WIM (Windows Imaging) file format, 48

.wim files, 48

Windows 10 for Server 2019, 11

Windows clipboard, redirecting output to, 729

Windows Defender, 2, 650-651

Windows Deployment Services, 14, 733

Windows Firewall with Advanced Security
console, 14

Windows Installer files, command-line tool, 731

Windows Memory Diagnostics console, 14

Windows Script Host, command-line tool, 733

Windows Server

editions, 31-33
servicing branches, 33-35

Windows Server 2003, end of support, 686

Windows Server 2008 mode, 295

Windows Server Backup, 14, 662-666,
683-684. See also Azure Backup; backup;
Recovery Vault

Windows Server Update Services console, 14

Windows SIM, 58

WinPE (Windows Preinstallation Environment),
command-line tool, 731

winrs.exe command-line tool, 733

WINS console, 14

wmic.exe command-line tool, 733

workgroup clusters, 381

Workplace Join, 447-449

writing files, blocking, 282
wscript.exe command-line tool, 733
WSL (Windows Subsystem for Linux)
installing, 576-579
overview, 575-576
updating, 579
version 2.0, 579-580
WSLab project, 79-80
WSMT (Windows Server Migration Tools)
DHCP server, 705-709
file servers, 718-722
storage servers, 718-722
using, 689-693
WSUS (Windows Server Update Services). See also
updates
automatic approval rules, 679
autonomous and replica modes, 673
groups, 675
languages, 672
policies, 675-676
PowerShell cmdlets, 684
products, 672
security classifications, 672
security roles, 674-675
update deployment, 677-679
update files, 673-674

y 4

zone aging and scavenging, 167-168
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